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Chapter 1

Overview of the course

The main goal of this course is to describe the six-functor formalism and Verdier duality for
topological spaces using newly introduced concepts from∞-category theory. We will also try
to shed now light on some classical aspects, like shape theory and Kashiwara-Shapira’s Ind-
sheaves from this perspective. If time permits we will also discuss the theory of microsupport.
On a technical level the course will mostly deal with these new ∞-categorical concepts. We
will also explain how to apply these concepts to algebraic K-theory and explain recent results
of Efimov and Bartels–Nikolaus.

The course is aimed at graduate students and postdocs and we will require a solid knowl-
edge of ∞-category theory. While we will recall some concepts that we need (such as pre-
sentable ∞-categories) we assume that the reader is familiar with the basic concepts, such
as limits and colimits, adjunctions and the Yoneda lemma. We also assume that the reader
is familiar with the ∞-category of spectra, that will be crucial later in the course. Let us
start by giving an overview some results and topics covered in the course.

1.1 The six functors on spaces

Let us first describe the six-functor formalism that we are after. Let X be a locally compact
Hausdorff space. Then we can consider the ∞-category

Shv(X;DZ)

of sheaves on X with values in the ∞-categorical derived category of Z. Concretely such a
sheaf is given by a functor

F : Open(X)op → DZ

which satisfies descent, i.e. F(∅) = 0, for two open sets U, V ⊆ X we have that

F(U ∪ V ) //

��

F(U)

��

F(V ) // F(U ∩ V )
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is a pullback and that for an increasing union of open subsets {Ui}i∈I indexed by a filtered
poset I the map

F

(⋃
i

Ui

)
→ limI F(Ui)

is an equivalence in DZ. Note that everything we say in this chapter will be more generally
true for sheaves with values in any presentable, stable ∞-category in place of DZ, but for
concreteness we stick with DZ here.

Remark 1.1.1. The ∞-category Shv(X;DZ) is closely related to the derived category
D(Shv(X,Ab)) of sheaves of abelian groups on X, but generally not equivalent. The latter
is a Bousfield localization of Shv(X;DZ), more precisely it is equivalent to the ∞-category
of hypersheaves on X. If X is paracompact and has finite covering dimension, then the two
∞-categories are equivalent though.

The category DZ has some extra structure, namely it has a symmetric monoidal structure
⊗ given by the tensor product of sheaves. This is defines as the sheafification of the pointwise
tensor product of functors. It turns out that this is a closed symmetric monoidal structure,
that is for any pair of sheaves F ,G on X there exists another sheaf Hom(F ,G) ∈ Shv(X;DZ)
with the universal property that maps H → Hom(F ,G) in Shv(X;DZ) are naturally the
same as maps H ⊗ F → G. The functors ⊗ and Hom are functors number 1 and 2 in our
six-functor formalism. Now for any continuous map f : Y → X we have the pushforward
functor

f∗ : Shv(Y ;DZ)→ Shv(X,DZ) (f∗F)(U) = F(f−1(U)) .

For example for f : Y → pt we have that Shv(pt,DZ) = DZ and f∗F = F(Y ) is given by
global section and thus also written as Γ(F). This functor has a left adjoint

f ∗ : Shv(X,DZ)→ Shv(Y ;DZ)

given by pullback of sheaves. Concretely (f ∗F) is given by the sheafification of the presheaf
U 7→ colimV⊇f(U) openF(V ). For example if f : U → X is the inclusion of an open set, then
f ∗F is simply the restriction of F to opens in U and thus sometimes written as F|U . For
the inclusion f : {x} → X of a point the pullback f ∗F is the stalk and written as Fx. For
the projection f : X → pt the pullback f ∗C for C ∈ DZ is given by the constant sheaf with
value C, that is the sheafification of the presheaf that is constant with value C. We shall
also write this as C.

The functors f ∗ and f∗ are functors 3 and 4 of the six functors. Finally for a map
f : Y → X there is also the functor

f! : Shv(Y,DZ)→ Shv(X,DZ)

of proper pushforward defined as

(f!F)(U) = colimK⊆f−1U s.t. K→U proper fib
(
F(f−1U)→ F(f−1U \K)

)
.
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If f : Y → pt then we have that

f!F = colimK⊆Y compact fib (F(Y )→ F(Y \K))

is given by ‘global sections with compact support’ and written as Γc(F). There is a natural
map

f!F → f∗F

which is immediate from the definitions (as the map from the fiber to the first term) and
which is an equivalence if f is proper.

Proposition 1.1.2. If i : U → X is the inclusion of an open set, then the functor i! is given
by ‘extension by zero’, that is i!F is the sheafification of the presheaf

V 7→

{
F(V ) V ⊆ U

0 else

Theorem 1.1.3 (Proper Base change). If we have a pullback diagram of locally compact
Hausdorff spaces

Y ′ g′
//

f ′

��

Y

f
��

X ′ g
// X

then for F ∈ Shv(Y,DZ) we have that

g∗f!(F) ≃ f ′
! g

′∗(F).

In particular we have for f : Y → X and x ∈ X that

(f!F)x = Γc(i
∗F)

for i : Yx → Y the inclusion of the fiber of the point. The functor f! is functor number 5 and
it turns out that it has a mysterious right adjoint

f ! : Shv(X;DZ)→ Shv(Y ;DZ) .

which is functor number 6 and called the exceptional inverse image functor. In general the
functor f ! is tricky to describe, but if f : U → X is the inclusion of an open subset then
f ! = f ∗ as one easily sees from Proposition 1.1.2 since extension by zero is more or less by
definition left adjoint to f ∗. We can summarize the situation by saying that we have for
f : Y → X that

1. f! = f∗ if f is proper

2. f ! = f ∗ if f is an open immersion.
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We claim that properties (1) and (2) already uniquely determine the adjunction (f!, f
!) for

all maps f provided we also require functoriality, that is (fg)! = f!g!. To see this we use the
following assertion:

Lemma 1.1.4. Every map f : Y → X of locally compact Hausdorff spaces can be factored

as Y
i−→ Y

p−→ X where i is an open immersion and p is proper.

Proof. We take the one point compactification Y ′ of Y . Then we consider the graph of f
inside of Y × X and take its closure Y inside of Y ′ × X. The projection Y → X is then
proper, and the inclusion Y → Y open.

Now for a given factorization we have that

f! = p!i! = p∗i!

where i! is left adjoint to i
∗. This uniquely determines the functor f!.

Remark 1.1.5. One can wonder whether this is well-defined and how coherently this defini-
tion can be made. It is a remarkable observation by Gaitsgory-Rozenblyum and Liu-Zheng
as well as Mann that one can in fact use this as a definition of f! and produce a highly
coherent six functor formalism using that.

Remark 1.1.6. The ∞-category Shv(X;DZ) for course makes sense for every topological
space X, the conditions of being locally compact Hausdorff are not needed for that. The
adjunction f ∗ ⊣ f∗ also makes sense in this generality for each continuous map. However for
the adjunction f! ⊣ f ! to be defined and well behaved one then needs conditions on the map
f that are automatically satisfies in the LCH case: it needs to be locally proper, see [SS14].

There is another way to recover the adjunction f! ⊣ f ! from the adjunction f ∗ ⊣ f∗ which
is more categorical in nature than the geometric construction given above.

Let us describe the idea, which will be the central theme of this lecture course. For every
presentable, stable ∞-category C there is a ‘dual’ category C∨. One of the central themes
of the first few weeks of the lecture will be to study this duality and particularly which
categories are ‘dualizable’ (meaning that C ≃ (C∨)∨). The dual of the category of sheaves on
a locally compact Hausdorff space is the∞-category coShv(X;DZ) of cosheaves with values
in DZ, that is functors

F : Open(X)→ DZ

which satisfy ‘codescent’, that is F(∅) = 0, for two open sets U, V ⊆ X we have that

F(U ∩ V ) //

��

F(U)

��

F(V ) // F(U ∪ V )
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is a pushout and that for an increasing union of open subsets {Ui}i∈I indexed by a filtered
poset I the map

colimI F(Ui)→ F

(⋃
i

Ui

)
is an equivalence in DZ.

Theorem 1.1.7 (Lurie, Verdier duality). There is a canonical equivalence

D : Shv(X,DZ) ≃ coShv(X,DZ)

sending F ∈ Shv(X,DZ) to the cosheaf

U 7→ Γc(F |U) .

Here we have used the functor f! implicitly in this equivalence, namely to define Γc. But
we will see in the lecture course that this self-duality of Shv(X,DZ) is a completely intrinsic
property of the symmetric monoidal ∞-category Shv(X,DZ): it is a locally rigid category.
The rough idea is that for locally rigid categories C there is an equivalence to C∨ informally
induced by passing to internally dual objects. We will make this rigorous later in the course.

The point now is that for a continuous map f : X → Y the adjunction f ∗ ⊣ f∗ dualizes
to an adjunction on the categories of cosheaves:

f+ : coShv(X) //
oo coShv(Y ) : f+ .

Concretely the functor f+ is given by f+(F)(U) = F(f−1(U)). Now using the duality of
Theorem 1.1.7 for X and Y we get an induced adjunction between Shv(X) and Shv(Y ).
This is the adjunction f! ⊣ f !. Said more abstractly: the adjunction f! ⊣ f ! is the dual to
f ∗ ⊣ f∗ using the fact that categories of sheaves are canonically self-dual. The self-duality
is induced by the tensor product.

Using the six functor formalism we we can define sheaf cohomology, compactly supported
sheaf cohomology, sheaf homology and locally finite sheaf homology (aka Borel Moore ho-
mology) of a locally compact Hausdorff space X with coefficients in Z as

H∗(X,Z) := p∗p
∗Z H∗

c (X,Z) := p!p
∗Z

H∗(X,Z) = p!p
!Z = p+p

+Z H lf
∗ (X,Z) = p∗p

!Z

where p : X → pt is the unique map to the point and Z denotes the constant sheaf/cosheaf
with value Z ∈ DZ on the point. 1 For the definition of homology it is maybe useful to
think in terms of cosheaves using the (−)+ ⊣ (−)+ adjunction to be convinced that this is
a reasonable definition of homology. We will see that homology and cohomology are dual
to each other as a consequence of the general properties of the six functor formalism. More

1We are slightly conflating the object of D(Z) and its homology here for the purpose of exposition. We
should really write the (co)chains instead of (co)homology.
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precisely if X is locally nice (e.g. a CW complex) then cohomology is the dual of homology.
In general locally finite homology is the dual of compactly supported cohomology, e.g. for
the Cantor set where the first statement fails (see next Section).

This generalizes as follows: we define the dualizing sheaf of X as ωX := p!(Z) . Then we
can define a functor:

D : Shv(X;DZ)→ Shv(X;DZ)op F 7→ Hom(F , ωX)

and we refer to DF as the Verdier dual of F . The functor D is left adjoint to Dop, that is

MapShv(X;DZ)(F , DG) ≃ MapShv(X;DZ)(G, DF)

but generally the map F → D2F is not an equivalence (it is for many sheaves though, such
as p∗Z on nice spaces X). While mysterious on the side of sheaves, under the equivalence
to cosheaves, Hom(−, f !(Z)) corresponds to Hom(−, f+(Z)), i.e. the dual of global sections.
This means that under the equivalence Shv(X;DZ) ≃ coShv(X;DZ) the functor D sends a
sheaf to the pointwise dual if the associated cosheaf. Using this we find that:

Proposition 1.1.8. We have for F ,G ∈ Shv(X;DZ) and C ∈ DZ:

p∗DF = Dp!F
Hom(F , DG) = Hom(G, DF)

p!DC = Dp∗C

Example 1.1.9. Combining the first and last assertion of Proposition 1.1.8 we obtain that

p∗p
!DC = Dp!p

∗C

for any C ∈ DZ . Specifically for C = Z this shows the claim we already made above,
namely that locally finite homology is always the dual of compactly supported cohomology.

Applying the first assertion to F = Dp∗C and also using the third we get

p∗D
2p∗C = Dp!p

!DC .

If we assume that p∗Z agrees with its bidual (which is the case for sufficiently nice spaces
such as CW complexes), then this yields the claim that the homology considered above is
indeed a predual of cohomology.

Again we shall see that all these things make sense in an arbitrary locally rigid ∞-
category. Verdier duality becomes particularly useful when we understand the dualizing
complex:

Theorem 1.1.10 (Poincaré duality). Let X be a (homology) manifold of dimension n. Then
p!(−) is equivalent to p∗(−)⊗ ωX and ωX is locally equivalent to Z[n].2

2More precisely it is given by the n-fold shift of the orientation sheaf.
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1.2 Efimov K-theory

For any small stable ∞-category C there is an algebraic K-theory spectrum3. We assume
that the small stable ∞-categories are idempotent complete and denote the ∞-category of
small, idempotent complete stable ∞-categories by Catperf∞ . Then K-theory is a functor

K : Catperf∞ → Sp

where Sp is the ∞-category of spectra. We will review the definition of K-theory in the
lecture. For a ring R we shall write K(R) := K(DperfR).

A dualizable stable∞-category on the other hand is a presentable stable∞-category, i.e.
a large category. One key fact is that there is a functor from small stable ∞-categories to
dualizable ones, which sends C to its Ind-category Ind(C). Morally this freely adds filtered
colimits (equivalently infinite sums) to C. This defines a full faithful embedding

Ind : Catperf∞ → Catdual∞

where the target is the category of dualizable, stable ∞-categories whose definition is the
first major goal of the course. For example Ind takes the perfect derived∞-category DperfR
of any ring R (or more generally qcqs scheme) to the derived∞-category D(R). As we have
mentioned before, the object Shv(X,DZ) for a locally compact Hausdorff space is an object
in Catdual∞ . It does not lie in the image of Ind as we will also see. Other examples of objects
of interest in Catdual∞ are the categories of nuclear modules associated with analytic rings as
defined by Clausen-Scholze.

Theorem 1.2.1 (Efimov). There is a functor

Kcont : Catdual∞ → Sp

that extends K-theory, i.e. such that Kcont ◦ Ind is equivalent to K-theory. This functor
sends Verdier sequences to fiber sequences and is essentially uniquely determined by these
properties.

This result now allows us to take K-theory for the interesting categories such as sheaves
or nuclear modules. It also shows that Kcont(DR) = K(DperfR) = K(R). For the former the
foundational result of Efimov is the following:

Theorem 1.2.2 (Efimov). For any locally compact Hausdorff space X there is an equivalence

Kcont(Shv(X,DZ)) ≃ Γc (X,KZ) .

Here KZ is the constant sheaf on the K-theory spectrum KZ of the integers, considered
as an object of

Shv(X, Sp)

3For the experts: we always mean non-connective K-theory here
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and we use that for sheaves of spectra there is an analogous six functor formalism as for
sheaves with values in DZ. If we denote the map X → pt by p we can also write Γc (X,KZ)
as p!p

∗(KZ). We refer to this spectrum as the compactly supported KZ-cohomology of X.
If X is compact then this is the equivalent to the cohomology

Γ (X,KZ) = p∗p
∗KZ

Here we have to be careful though, since this is sheaf cohomology. If we allow arbitrary
compact Hausdorff spaces this might behave quite differently than the KZ cohomology of
the associated anima Sing(X) ∈ An. For example the Cantor set X has for any spectrum E
that

Γ (X,E) =
⊕
ω

E and ESing(X) =
∏
ω

E .

However, if the space X is sufficiently nicely behaved, e.g. a CW-complex, then this distinc-
tion goes away. Slightly more generally we will see that for any topological space X that
is locally of constant shape (we will explain what that means) there is an associated anima
Shape(X) ∈ An such that

Γ (X,E) ≃ EShape(X)

Being locally of constant shape for X is equivalent to the assertion that the functor

p∗ : Shv(pt; An)→ Shv(X,An)

admits a left adjoint p♮ (recall that it always admits a right adjoint p∗). This condition and
its analogue for sheaves of spectra will play a crucial role for us. We will see that in the
stable case the left adjoint p♮ is automatically given by p!(−⊗ ωX).

Remark 1.2.3. If one is willing to work with pro-anima instead of anima then one can in fact
define Shape(X) for any locally compact Hausdorff space X and get Γ (X,E) ≃ EShape(X).

1.3 Completed Cosheaves

The ∞-category Catdual∞ of dualizable, stable ∞-categories has a lot of interesting structure
which we will study in the lecture.

• Catdual∞ has all colimits and limits.

• There is the notion of Verdier sequences or short exact sequence that behaves a lot like
short exact sequences of abelian groups.

• Every object C ∈ Catdual∞ admits a 2-term ‘resolution’ by compactly generated stable
∞-categories, that is for fixed C ∈ Catdual∞ there is a short exact sequence

0→ C → D → E → 0

with D and E compactly generated. Concretely we can choose D to be Ind(Cω1) and
E as Ind(Calkcont). We will explain what that means in the course.
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In some sense we can think of compactly generated stable ∞-categories as ‘injective
objects’ in Catdual∞ .4 In this sense we have an injective resolution and then for example
the continuous K-theory functor Kcont : Catdual∞ → Sp of Efimov is defined using these
resolutions, i.e. it is a sort of right derived functor of K : Catperf∞ → Sp.

• Catdual∞ has a tensor product ⊗ that make it symmetric monoidal. For example we have
that Shv(X; Sp) ⊗ Shv(Y ; Sp) ≃ Shv(X × Y ; Sp). One can study dualizable objects
within Catdual∞ and these turn out to be exactly the smooth and proper dualizable
stable ∞-categories. The category Shv(X) is proper under very mild conditions on X
but essentially never smooth.

• Since Catdual∞ has a tensor product we can speak about commutative algebra objects in
Catdual∞ . These are symmetric monoidal, presentable, stable ∞-categories with specific
properties. Among those we will study a subclass called (locally) rigid categories. This
notions extends the notion of rigidity for small symmetric monoidal categories. We will
see that Verdier duality essentially is the statement that Shv(X; Sp) is locally rigid for
any locally compact Hausdorff space X. It is rigid precisely if X is compact.

• The tensor product is closed, that is there is an inner hom Homdual(C,D) for any pair of
stable, dualizable∞-categories. In general this inner hom is a bit hard to understand,
but again one can use injective resolutions to get a handle on it. Specifically the ∞-
categories of nuclear modules of Clausen-Scholze can be seen to be (a slight variant of)
the inner hom in dualizable category between well-understood categories, e.g.

Ñuc(Zp) ≃ Homdual
DZ
(
(DZ)∧p ,DZ

)
≃ limdual

n→∞D(Z/pn)

We will specifically study

ĉoShv(X;D) := Homdual(Shv(X; Sp),D)

the ‘dual’ of the stable ∞-category of sheaves. We will give a concrete description of

ĉoShv(X;D) and relate it to Ind-sheaves (which are an ∞-categorical version of Kashiwara-

Shapiras Ind sheaves). The main result about ĉoShv(X;D) is the following:

Theorem 1.3.1 (Bartels–Efimov–Nikolaus). We have that Kcont(ĉoShv(X;DZ)) is the lo-
cally finite K(Z)-homology of X (aka. Borel-Moore homology), that is:

Kcont(ĉoShv(X;DZ)) ≃ p∗p
!KZ

for p : X → pt.

4We will see that there is in fact a better notion of injective, but for the purpose of this introduction
thinking if injective resolutions gives a good intuition.
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Chapter 2

Categorical structures

2.1 Presentable ∞-categories

Presentable ∞-categories are big categories (all sets, all modules, etc.), that are in a sense
still generated by small objects.

Definition 2.1.1. Let κ be a regular cardinal (e.g. κ = ω, the first countable ordinal, or
κ = ω1, the first uncountable ordinal).

1. An ∞-category I is κ-filtered if any map K → I from a κ-small simplicial set extends
over the right cone K ∗∆0 → I.

2. For an∞-category C with small colimits, an object X ∈ C is κ-compact if the canonical
map

colimi∈I MapC(X, Yi)→ MapC(X, colimi∈I Yi)

is an equivalence for any κ-filtered small I and any functor Y : I → C. We write Cκ
for the full subcategory on κ-compact objects.

We also call a functor I → C with I κ-filtered a κ-filtered diagram in C, speak of κ-filtered
colimits, etc. If κ = ω, we simply say filtered and compact.

Example 2.1.2. 1. The κ-compact objects in Set are precisely the κ-small sets, i.e. those
with cardinality smaller than κ. The collection of κ-small subsets of a given set S forms
a κ-filtered category, since the union of less than κ many κ-small subsets of S is still
κ-small (this is where regularity of κ enters).

2. Similarly, κ-compact objects in Mod(R) are modules with a presentation with less than
κ many generators and relations, and retracts of those.

3. κ-compact objects in D(R) are those which are equivalent to complexes of projectives
with less than κ many generators in total.
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4. κ-compact objects in An, the ∞-category of anima (homotopy types) are those anima
which can be represented by simplicial sets with less than κ many nondegenerate
simplices (or CW complexes with less than κ many cells), and retracts of those.

Lemma 2.1.3. 1. In An, κ-small limits commute with κ-filtered colimits.

2. κ-small colimits of κ-compact objects are again κ-compact.

Proof. The first statement is [Lur17b, Proposition 5.3.3.3], and is a special property of An
or more general ∞-topoi. As a quick reality check though, for a κ-small product we may
check that

colimi∈I
∏
j∈J

Xij →
∏
j∈J

colimi∈I Xij

is an equivalence: A point in the left term consists of a choice of i and for every j a point
in Xij. In the right term, we instead have for every j, a choice of point in Xi(j),j for some
i(j) depending on j. The former is more restrictive, but if I is κ-filtered and J κ-small, then
the i(j) have a common upper bound in I, so any point in the target really comes from the
source. (To turn this into a proof, we of course need to argue also about homotopies between
points etc.)

The second follows from the first: Let X : K → C be a κ-small diagram of κ-compact
objects, and Y : I → C a κ-filtered diagram. We may write

MapC(colimK Xk, colimI Yi)

≃ limK MapC(Xk, colimI Yi)

≃ limK colimI MapC(Xk, Yi)

≃ colimI limK MapC(Xk, Yi)

≃ colimI MapC(colimK Xk, Yi)

We will now see a way to freely adjoin κ-filtered colimits to a given category. Recall first
how to adjoin all small colimits:

Lemma 2.1.4. Let C be a small ∞-category.

1. The Yoneda embedding j : C → Fun(Cop,An) is fully faithful.

2. For any D with all small colimits, restriction along j induces an equivalence between

Funcolim(Fun(Cop,An),D)→ Fun(C,D)

where the left hand denotes small colimit-preserving functors. The inverse is given by
left Kan extension along j.

Proof. [Lur17b, Proposition 5.1.3.1 and Theorem 5.1.5.6]
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This means that a colimit-preserving functor is determined by its restriction to the
Yoneda image, and any functor on the Yoneda image may be extended to a colimit-preserving
one by Kan extension. Note that j : C → Fun(Cop,An) does not preserve any nontrivial col-
imits, as colimits in the latter are formed pointwise.

Definition 2.1.5. For a small ∞-category C, we define Indκ(C) ⊆ Fun(Cop,An) as the
smallest full subcategory containing j(C) and closed under κ-filtered colimits.

Remark 2.1.6. In Indκ(C), we have objects jX for every X ∈ C, but also κ-filtered colimits,
so we may form

colimi∈I jXi

for a κ-filtered diagram I → C. Even if colimi∈I Xi exists, this does not agree with
j colimi∈I Xi, so we think of this as a new “formal” colimit we adjoin to Indκ(C). More
specifically, these formal colimits are computed in Fun(Cop,An), i.e. pointwise in An. In
particular, the Yoneda Lemma implies that the jX are automatically κ-compact:

MapIndκ(C)(jX, colimi Yi) ≃ MapFun(Cop,An)(jX, colimi Yi)

≃ colimi Yi(X)

≃ colimiMapFun(Cop,An)(jX, Yi)

≃ colimiMapIndκ(C)(jX, Yi).

As a consequence, mapping spaces may be computed as

MapInd(C)(colimi∈I jXi, colimi′∈I′ jYi′)

= limi∈I colimi′∈I′ MapC(Xi, Yi′)

= colimℓ∈Fun(I,I′) limi∈I MapC(Xi, Yℓ(i)),

where the last step uses that filtered colimits distribute over limits in An, see e.g. [CH21,
Corollary 7.17]. Moreover, it turns out that every object in Indκ(C) is in fact of the form
colimi∈I jXi for some filtered diagram I → C.

Lemma 2.1.7. For any D with κ-filtered colimits, restriction along j induces an equivalence

Funcolimκ−filt(Indκ(C),D)→ Fun(C,D)

Proof. [Lur17b, Proposition 5.3.5.10].

The inverse of the above equivalence associates to any functor f : C → D its Indκ-
extension F : Indκ(C) → D. By the above Lemma, it is uniquely determined by the fact
that F preserves κ-filtered colimits and Fj ≃ f .

Proposition 2.1.8. Let C be a small ∞-category and D an ∞-category admitting κ-filtered
colimits. Let f : C → D be any functor and F : Indκ(C)→ D its Indκ-extension. Then

1. If f is fully faithful and its image consists of κ-compact objects, then also F is fully
faithful.

14



2. If additionally to (1), the image of f generates D under κ-filtered colimits, then F is
an equivalence.

Proof. [Lur17b, Proposition 5.3.5.11].

If C already admits κ-small colimits, there is another more intrinsic description of Ind(C).

Lemma 2.1.9. If C admits κ-small colimits, Indκ(C) ⊆ Fun(Cop,An) consists precisely of
those functors Cop → An which preserve κ-small limits. In particular, Indκ(C) admits all
small limits.

Proof. See [Lur17b, Corollary 5.3.5.4] for the first claim. The addendum follows because
the condition of preserving κ-small limits is clearly closed under taking small limits in
Fun(Cop,An) (which are computed pointwise).

Corollary 2.1.10. If C admits κ-small colimits then j : C → Indκ(C) preserves them.

Proof. If X : K → C is a κ-small diagram,

MapIndκ(C)(j colimk∈K Xk, F ) = F (colimk∈K Xk),

and
MapIndκ(C)(colimk∈K jXk, F ) = limk∈K F (Xk).

Since F ∈ Indκ(C) = Fun(Cop,An) preserves κ-small limits, these are equivalent.

This also leads to another universal property of Indκ: Adjoining all colimits, relative to
already having κ-small colimits. This is related to the fact that every colimit can canonically
be written as κ-filtered colimit of κ-small colimits, hence the heuristic

all colimits = κ-filtered colimits + κ-small colimits,

for example
all colimits = filtered colimits + finite colimits,

Lemma 2.1.11. If C admits κ-small colimits, Indκ(C) admits all small colimits, and for any
D which admits small colimits, restriction along j gives an equivalence

Funcolim(Indκ(C),D)→ Funcolimκ−sm(C,D).

Proof. [Lur17b, Example 5.3.6.8].

A lot of categories in daily life are Ind of something. For example, every set is a filtered
colimit of finite sets, every group is a filtered colimit of finitely presented groups, every anima
is a filtered colimit of (retracts of) anima represented by finite simplicial sets. In all those
cases, we see that they are Ind of their compact objects.
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Definition 2.1.12. Suppose that C admits small colimits and that Cκ is small. Consider
the canonical colimit-preserving functor

k : Indκ(Cκ)→ C,

defined as the Indκ-extension of Cκ ⊆ C. Note that k is fully faithful by Proposition 2.1.8.
We say that C is κ-compactly generated if k is an equivalence.

Definition 2.1.13. We call an∞-category presentable if it admits all small colimits, and is
κ-compactly generated for some κ.

Remark 2.1.14. It follows from Lemma 2.1.9 that presentable categories automatically
admit all small limits.

Lemma 2.1.15. Let C be an ∞-category which admits small colimits and where Cκ is small.
The following are equivalent:

1. C is κ-compactly generated.

2. Every object of C can be written as small colimit of κ-compact objects.

3. If X → Y is a morphism in C such that

MapC(Z,X)→ MapC(Z, Y )

is an equivalence for every κ-compact Z, then X → Y is an equivalence.

Proof. We first show 1⇔ 2. Since k is fully faithful, k being an equivalence is equivalent to
k being essentially surjective. If every object X of C can be written as colimit colimK Zk of
κ-compact objects Zk, we may assume it to be a κ-filtered colimit of κ-compact objects by
rewriting it as colimK′⊆K colimK′ Zk, where K

′ ranges over the κ-filtered system of κ-small
simplicial subsets of K. If X = colimI Zi is a κ-filtered colimit of κ-compact objects, k
takes colimi∈I jZi to X. Conversely, every object in Indκ(C) is of this form, and so if k is
essentially surjective, every object in C is a κ-filtered colimit of κ-compact objects.

For 1 ⇔ 3, we have the restricted Yoneda embedding j′ : C → Indκ(Cκ) taking X 7→
MapC(−, X). (This is a κ-small limit preserving functor from Cκ,op → An, so lies in Indκ(Cκ).)
We claim that k is left adjoint to j′. Indeed, both MapIndκ(Cκ)(F, j

′X) and MapC(kF,X) are
κ-filtered colimit preserving functors Indκ(Cκ) → Anop in F . So to produce an equiva-
lence between them, it suffices to do so on the image of j : Cκ → Indκ(Cκ), and we have
MapIndκ(Cκ)(jZ, j

′X) ≃ MapC(Z,X) by the Yoneda lemma.
Fully faithfullness of k gives that

MapIndκ(Cκ)(F,G)→ MapC(kF, kG) ≃ MapIndκ(C)(F, j
′kG)

is an equivalence for any F , G. By Yoneda, this means that the unit G → j′kG is an
equivalence. If 3 is satisfied, j′ detects equivalences. Since the counit kj′X → X is taken
by j′ to the inverse equivalence to the unit j′X → j′kj′X, this means that kj′X → X is an
equivalence and so k is essentially surjective. Conversely, if k is an equivalence, of course its
adjoint j′ is too, and so in particular it detects equivalences.
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Lemma 2.1.16. Let C be presentable. Then every object is κ-compact for some κ, and each
Cκ is small. In particular, every small set of objects of C lies in some Cκ.

Proof. If C is κ-compactly generated, we can write an object c ∈ C as a colimit of κ-compact
objects. The colimit diagram has some size λ, and each κ-compact object is also max(κ, λ)-
compact, hence c is again max(κ, λ)-compact. Moreover, a λ-compact object can be written
as a λ-filtered colimit of λ-small colimits of objects in Cκ, hence will lie in the closure of Cκ
under λ-small colimits, which is again small.

Corollary 2.1.17. If C is κ-compactly generated for some κ, it is also λ-compactly generated
for every λ > κ.

Proof. Apply the above Lemma and the characterization (3) from Lemma 2.1.15.

Warning 2.1.18. The reader familiar with the theory of accessible categories and especially
the exposition from [Lur17b, Chapter 5] might be surprised by the above statement; in the
setting of accessible categories it is just plain wrong, and instead we only get that there exists
some λ > κ for which C is again λ-accessible, see [Lur17b, Proposition 5.4.2.9]. The reason
for this is that if C is only κ-accessible, we don’t have all colimits, and so in trying to do
the same steps that lead to the proof of the above corollary, we would need to be able to
write every κ-filtered colimit as a λ-filtered colimit of λ-small κ-filtered colimits (not just of
arbitrary λ-small colimits!), which is just not possible in general.

Proposition 2.1.19. If D is presentable and C is small, then Fun(C,D) is presentable.

Proof. The category Fun(C,D) still admits all colimits, computed pointwise. Moreover, we
claim that S = {constd | d ∈ Dκ} is a jointly conservative set of κ-compact objects in
Fun(C,D). The κ-compactness of constd is clear from the adjunction const ⊣ limC and the
fact that κ-filtered colimits commute with κ-small limits in An.

Now suppose α : G ⇒ H is a natural transformation of functors G,H : C → D such
that MapFun(C,D)(F, α) is an equivalence for every F : C → Dκ ⊆ D. Since Dκ is jointly
conservative in D, it suffices to check that MapD(d, αc) is an equivalence for all d ∈ Dκ
and c ∈ C. But this is the image of the equivalence MapD(constd, α) under the functor
evc : Fun(C,D)→ C, hence an equivalence.

One of the main reasons for the importance of presentable ∞-categories is the following:

Theorem 2.1.20 (Adjoint functor theorem). 1. If C is presentable and C → D preserves
small colimits, then it admits a right adjoint.

2. A functor D → C between presentable ∞-categories admits a left adjoint if and only
if it preserves limits and κ-filtered colimits for some κ. (The latter condition is also
called accessibility of the functor.)

Proof. [Lur17b, Corollary 5.5.2.9, 5.5.2.10].
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For example, the adjoint functor theorem implies that the “diagonal” functor D →
Fun(C,D) admits a right adjoint if C is small and D presentable, hence that presentable
∞-categories also admit small limits.

A good notion of morphisms between presentable ∞-categories is given by pairs of ad-
joints.

Definition 2.1.21. PrL denotes the (very big!) category whose objects are presentable
∞-categories, and whose morphisms are left adjoint (or colimit-preserving) functors.

Equivalently, one may define PrR, and passage to the right adjoint gives an equivalence
PrL,op ≃ PrR.

To get more examples for presentable ∞-categories, we consider the following notion:

Definition 2.1.22. A (left) Bousfield localization of an ∞-category C consists of a pair of
adjoint functors

C D
L

R
⊣

where R is fully faithful.

Of course, this data is determined already by one of the two functors, by uniqueness of
adjoints. It is therefore relatively easy to describe a Bousfield localization of C, simply by
giving the full subcategory D.

MapD(X, Y )→ MapC(RX,RY ) ≃ MapD(LRX, Y )

is an equivalence, so LRX ≃ X. An object Y lies in the essential image of R if and only if
Y → RLY is an equivalence. If W denotes the class of all morphisms in C which are sent
to equivalences in D by L, then MapC(−, Y ) takes W to equivalences if and only if Y is in
the essential image of R: In one direction, this is just the equivalence, in the other, assume
that MapC(−, Y ) takes W to equivalences, then this applies in particular to Y → RLY , so
the identity on Y factors through Y → RLY . But then Y → RLY → Y and, using the
adjunction, RLY → Y → RLY are both the identity and Y ≃ RLY .

Lemma 2.1.23. If

C D
L

R

⊣

is a Bousfield localization, and W the class of morphisms in C which are sent to equivalences
under L, then precomposition with L provides an equivalence

Fun(D, E)→ FunW−loc(C, E)

where the right hand side denotes the full subcategory on functors taking W to equivalences.
The equivalence also restricts to an equivalence

Funcolim(D, E)→ FunW−loc,colim(C, E).
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Proof. [Lur17b, Proposition 5.2.7.12]

This justifies the name localization. We may similarly specify a Bousfield localization
by providing a collection of morphisms W in C and letting D be the full subcategory on all
W -local objects, i.e. Y ∈ C where MapD(−, Y ) takes W to equivalences.

Lemma 2.1.24. If C is presentable, W is a (small!) set of morphisms in C, and D the full
subcategory of W -local objects, then D is also presentable and a Bousfield localization of C.
It is universally characterized by L inducing an equivalence

FunL(D, E)→ FunW−loc,L(C, E)

Proof. [Lur17b, Proposition 5.5.4.2(3) and Remark 5.5.1.6]

Example 2.1.25. For a space X, PShv(X; An) ⊇ Shv(X; An) is a presentable Bousfield
localization: Sheaves are exactly those presheaves which are local with respect to the mor-
phisms

1. ∅ → j(∅)

2. j(U)⨿j(U∩V ) j(V )→ j(U ∪ V )

3. colimi∈I j(Ui)→ j(
⋃
i∈I Ui)

which form a set.
Note that we see from this description also that colimit-preserving functors Shv(X; An)→

E are the same as W -local colimit-preserving functors PShv(X; An) → E , and hence the
same as functors Open(X) → E with F (∅) initial, F (U) ⨿F (U∩V ) F (V ) ≃ F (U ∪ V ) and
colimI F (Ui) ≃ F (

⋃
Ui), i.e. cosheaves with values in E !

In fact, every presentable ∞-category is more or less of that form.

Proposition 2.1.26. Let C0 be a small category admitting κ-small colimits. Then we have
a Bousfield localization

jκ! : Ind(C0)⇄ Indκ(C0) : j!
where jκ! is the Ind-extension of jκ : C0 ⊆ Indκ(C0), and j! is the Indκ-extension of j : C0 ⊆
Ind(C0).

Proof. Since objects in the image of j are compact and hence κ-compact, it follows from
Proposition 2.1.8 that j! is fully faithful. Note also that

jκ! j!j
κ ≃ jκ! j ≃ jκ

and hence jκ! j! ≃ id by the universal property. By the local existence criterion for adjunctions,
it suffices to see that the following composite is an equivalence

MapInd(C0)(X, j!Y )
jκ!−→ MapIndκ(C0)(j

κ
! X, j

κ
! j!Y ) ≃ MapIndκ(C0)(j

κ
! X, Y ).
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Assume first that X = jX ′ and Y = jκY ′. Then the equivalence follows from the fact that
j and jκ are fully faithful, and 2-out-of-3 applied to jκ! j ≃ jκ. Since jX is compact and
j! preserves κ-filtered colimits, it follows that the equivalence holds for jX ′ and arbitrary
Y . Since jκ! preserves filtered colimits, it then follows that the equivalence also holds for
arbitrary X.

Corollary 2.1.27. Let C be κ-compactly generated. Then we have a Bousfield localization

L : Ind(Cκ)⇄ C : R

where R is a restricted yoneda embedding sending c to C(−, c)|(Cκ)op. Moreover, R preserves
finite and κ-filtered colimits.

Proof. Use C0 = Cκ in the above Proposition, and note that under the identification C ≃
Indκ(Cκ), we have colimi C(−, ci)|(Cκ)op = C(−, colimi ci)|(Cκ)op if the colimit is κ-filtered.

Corollary 2.1.28. An ∞-category C is presentable if and only if it arises as a left Bousfield
localization of Fun(Cop0 ,An) for some small ∞-category C0.

Proof. If C is presentable, it is κ-compactly generated for some κ, and we have a left Bous-
field localization Ind(Cκ) → C by the above. But Ind(Cκ) is by definition a left Bousfield
localization of Fun((Cκ)op,An), consisting of the objects local with respect to the maps

colimi∈I jXi → j(colimi∈I Xi)

for all finite diagrams I. These form a set. (Or more precisely, there is a set of representatives
up to equivalence.) Since left Bousfield localizations compose, we are done.

Remark 2.1.29. Exhibiting C as Bousfield localization of Fun(Cop0 ,An) is a kind of generators-
and-relations presentation of C, since it says that colimit-preserving functors out of C are
determined by an arbitrary functor out of the small ∞-category C0 (the generators), such
that its colimit extension is taking the small class W (the relations) to equivalences.

Corollary 2.1.30. If C and D are presentable, the category

FunL(C,D)

consisting of left adjoint (i.e. colimit-preserving) functors is itself presentable.

Proof. FunL(C,D) is clearly closed under small colimits in Fun(C,D) and therefore admits all
small colimits. Writing C as presentable localization of Fun(Cop0 ,An) at a set of morphisms
W , we see that

FunL(C,D) ⊆ Fun(C0,D)

is the full subcategory on functors whose colimit extension Fun(Cop0 ,An) → D takes W to
equivalences. If κ is bigger than the size of C0 and W , one sees that κ-filtered colimits and
κ-compact objects in are formed pointwise here. So the κ-compact objects form a small
category and FunL(C,D) is compactly generated.
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This means that FunL(C,D) provides an inner Hom to the category PrL. We will see
later that there is a tensor product left adjoint to this Hom.

We close this discussion of presentability by an application of the adjoint functor theorem
regarding generators of a category.

Lemma 2.1.31. Let C be a presentable ∞-category and S a set of objects in C. Then the
following are equivalent:

1. The smallest full subcategory of C closed under small colimits and containing S is C
itself.

2. If X → Y is a morphism such that MapC(Z,X) → MapC(Z, Y ) is an equivalence for
each Z ∈ S, then X → Y is an equivalence.

Proof. Let C0 ⊆ C be the smallest full subcategory of C closed under colimits and containing
S. Then C0 has arbitrary small colimits, and is κ-compactly generated where κ is such that
all objects of S are κ-compact. So it is presentable, and i : C0 → C has a right adjoint R.
Since i is fully faithful, X → RiX is an equivalence for each X ∈ C0, and Y ∈ C lies in C0 if
and only if iRY → Y is an equivalence. Now assume 2, this implies that R is conservative.
But R(iRY → Y ) is the inverse to the unit RY → RiRY , so an equivalence, and so every
Y is in the image and C0 = C. Conversely, if 1 holds, i : C0 → C is an equivalence, so R is. If
X → Y induces an equivalence on MapC(Z,−) for all Z ∈ S, it does so for all Z ∈ C0 = C,
and Yoneda applies.

If the equivalent conditions of the Lemma hold, we say that S generates C. Furthermore,
if there exists some κ so that S ⊆ Cκ, then C is κ-compactly generated.

Lemma 2.1.32. If for any Z ∈ S, also Z ⊗ Sn = colimSn Z ∈ S (for example if S is
closed under finite colimits), then S generates C if and only if the following holds: For any
morphism X → Y in C where in each diagram

A X

B Y

with A,B ∈ S, the dashed lift exists, X → Y is an equivalence.

Proof. If C is generated by S, maps out of S detect equivalences. Given X → Y with the
lifting condition, it therefore suffices that MapC(A,X) → MapC(A, Y ) is an equivalence for
any A ∈ S. The lifting problem for the diagram

A⊗ Sn−1 X

A Y
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translates to a lifting problem for the diagram

Sn−1 MapC(A,X)

pt MapC(A, Y ).

If such lifts exist always, this means that all relative homotopy groups of the pair MapC(A,X)→
MapC(A, Y ) are trivial, hence that this map is an equivalence.

Conversely, assume the lifting condition detects equivalences, and we need to prove that
then C is generated by S. So we need to prove that the MapC(A,−) together detect equiv-
alences. Let X → Y be a morphism inducing equivalences on all MapC(A,−). Since a
diagram

A X

B Y

is a point in the pullback Map(B, Y )×Map(A,Y ) Map(A,X), but

Map(B,X) Map(A,X)

Map(B, Y ) Map(A, Y )

is a pullback diagram since the vertical maps are equivalences, any such square admits a lift
B → X. But this means that X → Y satisfies the lifting condition, and so X → Y is an
equivalence.

We will also need to consider a version of Ind-completion for large categories.

Definition 2.1.33. For a large (but locally small) category C, we define Ind(C) analogously
to the small case as the full subcategory of Fun(Cop,An) generated by representables under
small filtered colimits.

This Ind(C) will still be large but locally small, and will generally behave analogously to
the small case, the exception being that it is generally not presentable since it has too many
compact objects, namely all of C via the fully faithful Yoneda embedding:

j : C ⊆ Ind(C).

Moreover, Ind(C) still satisfies the universal properties as in Lemma 2.1.7 and 2.1.11, compare
[Lur18, 21.1.2.8]. In particular, Ind-extensions exist (uniquely) as usual.

Lemma 2.1.34. Suppose that C admits filtered colimits.
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1. The Ind-extension of the identity k : Ind(C) → C is left adjoint to the Yoneda embed-
ding:

Ind(C) C
k

j

⊣

2. The Ind-extension of a functor F : D → C is given by Ind(D) Ind(F )−−−−→ Ind(C) k−→ C.

Proof. By definition of the Ind-extension, we have a natural equivalence kj ≃ id. Now by
the local existence criterion it suffices to check that

MapInd(C)(X, jY )
k−→ MapC(kX, kjY ) ≃ MapC(kX, Y )

is an equivalence. Since k preserves filtered colimits, we can pull them out in the X-variable
on both sides. Hence by definition of Ind(C) it suffices to check the equivalence on repre-
sentables jX0, which follows from the equivalence kj ≃ id.

For the second point, denote by F! : Ind(D) → C the Ind-extension of F . Since both
F! and k ◦ Ind(F ) preserve filtered colimits, we can check their equivalence after restricting
along j : D ⊆ Ind(D). But then F!j ≃ F ≃ kjF ≃ k Ind(F )j.

We will often refer to the functor k : Ind(C) → C as the “colimit functor”, as it sends
the formal filtered colimits colimi jXi in Ind(C) to actual filtered colimits colimiXi in C.
The following Lemma shows in particular that for κ-compactly generated categories, this k
factors through a similar colimit functor Ind(Cκ)→ C.

Lemma 2.1.35. Suppose C is κ-compactly generated, and denote by i : Cκ ⊆ C the inclusion.
Recall the adjunction L ⊣ R from Corollary 2.1.27, and denote by Ind(i) : Ind(Cκ)⇄ Ind(C) :
i∗ the usual adjunction on Ind-categories induced by i. Then we have a commutative diagram

C Ind(C) Ind(Cκ)

Ind(Cκ) C

j

R i∗ k

Ind(i)

L

L

Proof. Note first that by definition the adjunction Ind(i) ⊣ i∗ is restricted from the usual
left-Kan-extension/restriction adjunction Laniop : Fun((Cκ)op,An) ↪→ Fun(Cop,An) to the
respective Ind-categories. Indeed, since both left Kan extension and restriction preserve
colimits, it suffices to see that they send representables into the Ind-categories. Left Kan
extension even preserves representable functors. For the restriction, note that i : Cκ → C
preserves finite colimits, hence C(i(−), c) : (Cκ)op → An preserves finite limits and is therefore
contained in Ind(Cκ) by Lemma 2.1.9.

Now L is by definition the Ind-extension of i, hence the previous Lemma gives L ≃
k Ind(i). Passing to right adjoints, we see that also the leftmost triangle commutes. Finally,
to see that Li∗ ≃ k, note first that both sides preserve filtered colimits, so it suffices to check
this after restricting along j, where it becomes Li∗j ≃ LR ≃ id ≃ kj.
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Lemma 2.1.36. Let C,D admit filtered colimits. If F : C → D preserves filtered colim-
its, then the Beck-Chevalley transformation k Ind(F ) ⇒ Fk is an equivalence, making the
following diagram commute:

Ind(C) Ind(D)

C D

Ind(F )

k k

F

Proof. The Beck-Chevalley transformation is defined as the composite

k Ind(F )
k Ind(F )η
======⇒ k Ind(F )jk ≃ kjFk

εFk
==⇒
≃

Fk

where the middle equivalence comes from the naturality of j. It thus suffices to see that
k Ind(F )η is an equivalence. Note that since k Ind(F )jk ≃ Fk preserves filtered colimits, it
suffices to check the equivalence after restricting along j by Lemma the universal property
of the Ind-completion. However, ηj is an equivalence by the triangle identities for the
adjunction k ⊣ j, hence we are done.

2.2 Compactly assembled ∞-categories

Recall that an object X in an ∞-category C is called compact, if the functor

MapC(X,−) : C → An

commutes with filtered colimits. Here the convention is that if we drop the cardinal κ then
it is always implicitly assumed to be ω.

Let us instead call an object weakly compact if every mapX → colimi∈I Zi factors through
finite stage Zi, or equivalently:

Definition 2.2.1. X ∈ C is called weakly compact if

π0 colimi∈I MapC(X,Zi)→ π0MapC(X, colimi∈I Zi)

is surjective for any filtered diagram Z : I → C.

Lemma 2.2.2. If filtered colimits in C commute with finite limits, weakly compact objects
are compact.

Proof. Write Z = colimi∈I Zi. If X → Zi and X → Zj are two maps lifting the same X → Z,
they provide a map X → Zi ×Z Zj. Writing this as a filtered colimit of Zi ×Zk

Zj (over the
k ∈ I with i, j → k, we see that both maps become homotopic in some Zk. So the map is
actually bijective on π0. Now if we inductively know that

colimi∈I MapC(X,Zi)→ MapC(X, colimi∈I Zi)

24



is an equivalence on πk, for k ≤ n and any Zi, then for any f : X → Zi, we may form

Z ′
j = eq( X Zj ) (indexed over Ii/), and since

MapC(X,Z
′
j) ≃ MapC(X,X)× Ωf MapC(X,Zj),

one deduces that the map for Z is even an equivalence on πk for k ≤ n+ 1.

We now would like to formulate a corresponding notion for morphisms.

Definition 2.2.3. A morphism f : X → Y in an∞-category is called weakly compact, if for
every morphism Y → Z = colimi∈I Zi where I is filtered the compositeX → Y → colimi∈I Zi
factors over a finite stage Zi0 → Z.

One could ask for a more structured version of this akin to the definition of compact
objects, i.e. that such a factorisation exists in families of maps in some sense.

Definition 2.2.4. A morphism f : X → Y is strongly compact if for every filtered colimit
Z = colimi∈I Zi there exists a lift as indicated:

colimiMapC(Y, Zi)

��

f∗
// colimiMapC(X,Zi)

��

MapC(Y, Z)
f∗

//

44

MapC(X,Z)

Note that this lift here is of course up to homotopy, so in the ∞-category of anima.

Clearly strongly compact implies weakly compact: In the definition of compact we just
ask for such a lift on a single point of MapC(Y, Z) and ignore the upper triangle. The converse
is (probably) not true in general, even if filtered colimits in C commute with finite limits.
We will however develop below the notion of compactly assembled categories, and somewhat
surprisingly will see that in those categories the two notions coincide.

Remark 2.2.5. If C is a poset, then weakly compact objects / morphisms coincide with
their strong counterparts, and classically one says if x < y is compact then x is way below y.
Indeed, all mapping spaces are (−1)-truncated, i.e. either empty or the point, so taking
π0 doesn’t change them and a surjection is automatically an equivalence, showing that
weakly compact objects are compact. Note also that any diagram of (−1)-truncated spaces
commutes, and so the only situation in which we could not find a lift for the above diagram
is when MapC(Y, Z) = ∗ and colimiMapC(X,Zi) = ∅. But then MapC(X,Zi) = ∅ for each i,
which shows that X → Y cannot be weakly compact. Thus weakly compact morphisms in
posets are automatically strongly compact.

Example 2.2.6. 1. Assume that a morphism X → Y factors over a weakly compact
object K ∈ C, i.e. is of the form X → K → Y . Then it is weakly compact. To see this
we simply observe that for a given morphisms Y → Z = colimi∈I Zi the composition
K → Y → Z already has to factor over a finite stage by weak compactness of K. In
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fact, if K is compact, X → Y is even strongly compact, since we can get a lift in the
diagram by considering

colimiMapC(Y, Zi)

��

// colimiMapC(K,Zi) //

≃
��

colimiMapC(X,Zi)

��

MapC(Y, Z) //MapC(K,Z) //MapC(X,Z)

and noting that the morphism in the middle is an equivalence, so we get a lift by
following the inverse of this morphism.

2. If C is compactly generated, then the converse is also true, namely that the weakly
compact morphisms agree with strongly compact morphisms and are precisely those
which factor over a compact object. To see this let f : X → Y be weakly compact.
We write Y = colimi∈I Yi as a filtered colimit of compact objects. Then the map
f : X → Y factors by definition of compactness as X → Yi → Y and this gives the
desired factorization.

The whole idea of compact morphisms is to generalize the previous example to the non
compactly generated case. We will see that there are many ∞-categories which don’t have
many compact objects, but a lot of compact morphisms.

Example 2.2.7. Consider the poset Open(X) of open subsets of a topological space X. In
view of Remark 2.2.5 we will just speak of compact objects and compact maps in Open(X).
It is easy to see that an open U ⊆ X is compact as a topological space if and only if it is
compact as an object in Open(X).

Now consider an inclusion of open subsets U ⊆ V , and suppose that we can find a
compact space K with U ⊆ K ⊆ V . Then U ⊆ V is a compact morphism in Open(X).
Indeed, for every morphism V ⊆

⋃
Wi with Wi a filtered system of opens in X we find an

i0 such that K and thus also U is already contained in Wi0 . Under some assumptions on X
the converse is also true, as the following lemma shows (and Remark 2.2.9 shows that some
hypotheses are necessary).

Lemma 2.2.8. Let X be a topological space which is either

1. locally compact (every point admits a neighborhood basis of compact sets), or

2. a T3-space (we can separate points and closed sets by disjoint open neighborhoods).

Then an inclusion of open sets U ⊆ V in X is a compact morphism in Open(X) if and only
if there exists a compact set K with U ⊆ K ⊆ V .

Proof. We have already seen the “if” direction above.
Now ifX is locally compact, we pick for each x ∈ V a compact neighborhood x ∈ Kx ⊆ V .

The interiors of the Kx form an open covering of V , so by compactness of U ⊆ V , we see
that U is covered by a finite union of the Kx, which is still compact.
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If X is a T3-space, recall first that this is equivalent to every point admitting a neighbor-
hood basis of closed sets. We pick for each x ∈ V a neighborhood Wx of x with Wx ⊆ V .
Using that U ⊆ V is a compact morphism, we see that U is covered by finitelyWx and hence
U ⊆ V . We now show that U is compact. Given any open cover {Ui} of U , we can repeat
the above trick to write Ui =

⋃
x∈Ui

W i
x for W i

x an open neighborhood of x with W i
x ⊆ Ui.

Then V ⊆ X = (X \ U) ∪
⋃
i

⋃
x∈Ui

W i
x, and hence U ⊆

⋃n
ℓ=1W

iℓ
xℓ
. Thus U ⊆

⋃n
ℓ=1 Uiℓ ,

showing compactness of U .

This example suggests that a compact morphism should factor over a compact object in
some larger category, an intuition which will later be made precise.

Remark 2.2.9. There exists a non-compact Hausdorff space X and an open dense subset
U ⊆ X such that U ⊆ X is a compact morphism in Open(X), see [Joh82, p.309]. In other
words, the assumptions in the above Lemma really are necessary, as the consequence can
fail even in Hausdorff spaces.

We have the following easy assertions:

Lemma 2.2.10. 1. An object X ∈ C is weakly/strongly compact iff the identity X → X
is weakly/strongly compact.

2. If f : X → Y is weakly/strongly compact then for arbitrary morphisms W → X and
Y → Z the composition W → X → Y → Z is also weakly/strongly compact.

3. If F : C ↪→ D is a fully faithful functors that preserves filtered colimits, then it reflects
weakly/strongly compact morphisms.

Proof. 1. If X is weakly/strongly compact, X → X is weakly/strongly compact. It
remains to show that if X → X is weakly/strongly compact, X is weakly/strongly
compact. For the weak statement, observe that we directly see that any X → colimZi
factors through a finite stage, and for the strong statement, consider the diagram

colimMapC(X,Zi) colimMapC(X,Zi)

MapC(X, colimZi) MapC(X, colimZi)

which encodes directly that the dashed map is a homotopy inverse to the vertical map.

2. Given Z → colimI Ui, by weak compactness of X → Y we find a lift X → Ui of the
map X → Y → Z → colimI Ui. Precomposing with W → X, we get the desired lift
of W → Z → colimI Ui. The strong statement is similarly obtained by composing
diagrams.

3. We give the argument for weakly compact morphisms and leave the one for strongly
compact ones as an exercise. Suppose f : X → Y is a morphism in C such that
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Ff is weakly compact, and that we have a map Y → colimi Zi. Then there exists a
factorization

FX FZi

FY colimi FZi

Ff

and since F is fully faithful we also see that X → Y → colimi Zi factors through
Zi → colimi Zi.

Definition 2.2.11. We say that an object X of an ∞-category C is called weakly/strongly
compactly exhaustible if it can be written as a sequential colimit

X = colim (X0 → X1 → X2 → ...)

where all the transition maps Xi → Xi+1 are weakly/strongly compact.

Remark 2.2.12. In view of Remark 2.2.5 the notion of weakly and strongly compactly
exhaustible object agrees in any poset.

Remark 2.2.13. Classically one says that U is a compactly exhausted topological space if
there exists a sequence of compact topological subspaces K0 ⊆ K1 ⊆ ... ⊆ U with union U
and such that each Ki is contained in the interior of Ki+1. As we saw in Remark 2.2.9, in
general this is not the same as being compactly exhaustible in Open(X). However, Lemma
2.2.8 shows that if we assume X to be a locally compact or T3, then these notions do agree.

Example 2.2.14 (Almost mathematics). Assume A is a local ring with maximal idealm ⊆ A
with m⊗LA m = m (for example m2 = m and m flat). The kernel of

Mod(A)→ Mod(A/m)

forms a full subcategory aModm(A) closed under colimits, generated by m. Compact objects
in aModm(A) are exactly the ones which are finitely presented as modules. By Nakayama,
these are all trivial, so there are no nonzero compact objects. However, in the example
A = Zp[p1/p

∞
] any of the inclusions pvm→ m with v > 0 factors through a finitely generated

free module pvA, and so is a (strongly) compact morphism. In particular, we may write m
as colimit of

pm ⊆ p1/pm ⊆ p1/p
2

m ⊆ . . . ,

so aModm(A) is generated by (strongly) compactly exhaustibles.

Clearly every compact object is (strongly) compactly exhaustible, but the converse does
not hold. We now can state the main result about compactly assembled ∞-categories:

Theorem 2.2.15 (Clausen, Lurie). For a presentable ∞-category C the following are equiv-
alent:
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1. C is generated under colimits by strongly compactly exhaustible objects.

2. Filtered colimits in C are exact and C is generated under colimits by weakly compactly
exhaustible objects.

3. The colimit functor k : Ind(C)→ C admits a left adjoint.

4. C is ω1-compactly generated and the colimit functor Ind(Cω1)→ C admits a left adjoint.

5. C is a retract in PrL of a compactly generated ∞-category.

6. Filtered colimits in C distribute over small limits, i.e. we have

limK colimI F ≃ colimIK limK F

for K arbitrary and I filtered. 1

Here Ind(C) of the (locally small but) large category C was introduced and discussed in
Definition 2.1.33 and the following lemmas. In short, as in the small case, it is defined as the
full subcategory of Fun(Cop,An) generated by representables under small filtered colimits,
and satisfies the same universal property.

We will prove this result in the next section. But for the moment let us draw some
corollaries and give some examples.

Definition 2.2.16 (Lurie, Clausen). An ∞-category is called compactly assembled if it is
presentable and satisfies the equivalent conditions of Theorem 2.2.15.

Note that by Theorem 2.2.15 every compactly assembled ∞-category is ω1-compactly
generated. The converse is not true, but we have:

Example 2.2.17. Every compactly generated ∞-category is compactly assembled. This
follows by Theorem 2.2.15(5).

Example 2.2.18. The partially ordered set [0, 1] has all suprema and is therefore pre-
sentable. Its only compact object is 0, but it is compactly assembled: Every “positive length”
morphism is compact. Observe that Theorem 2.2.15 says that [0, 1] must be a retract of a
compactly generated category. Indeed, if C is the Cantor set, there is a surjective continuous
increasing map f : C → [0, 1], and an increasing map g : [0, 1]→ C with g(x) = inf f−1(x).
Both preserve suprema and are therefore morphisms in PrL, and f ◦ g = id. Finally, if we
think of the Cantor set as decimal numbers in base 3 all of whose digits are 0 or 2, compact
objects are exactly the ones that end in infinitely many 0’s, and these are dense, so C is
compactly generated.

1Equivalently, it suffices to ask that filtered colimits commute with finite limits and distribute over small
products. The former is a version of Grothendieck’s AB5 axiom and the latter is a version of Grothendieck’s
AB6 axiom.
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Remark 2.2.19. A poset P that is compactly assembled as a category is classically called
a continuous poset, see [GHK+03] or [Joh82, Chapter VII]. In this case one says if x < y
is compact that x is way below y, denoted x ≪ y. This inspired Joyal and Johnstone’s
[JJ82] 1-categorical treatment of compactly assembled ordinary categories, which they call
continuous categories (and drop the presentability condition).

Proposition 2.2.20. Let X be a Hausdorff space. Then the following are equivalent:

1. Shv(X) = Shv(X; An) is compactly assembled.

2. Open(X) is compactly assembled.

3. X is locally compact.

Proof. For (1) =⇒ (2), we will use that j : Open(X) → Shv(X) preserves limits and fil-
tered colimits, so it admits a left adjoint L : Shv(X) → Open(X), which takes a sheaf F
to the union of all opens U where F(U) is nonempty. Since j preserves filtered colimits,
one readily checks that L preserves strongly compact morphisms and hence strongly com-
pactly exhaustible objects. Moreover, j is fully faithful so L is essentially surjective, which
then shows that also Open(X) must be generated under colimits by strongly compactly
exhaustible objects, i.e. (2) holds.

For the implication (2) =⇒ (3), recall (see e.g. [Joh82, Chapter II] or [MLM92, Chapter
IX]) that the sobrification reflection sob : Top→ Top arises from the idempotent adjunction
between spaces and locales, given by Open : Top→ Loc : pt. Moreover, Hausdorff spaces are
automatically sober, and thus we can recover X ∼= pt(Open(X)). It was shown in [Joh82,
Proposition VII.4.5] that if Open(X) is compactly assembled (in his terminology: a continu-
ous lattice, or equivalently (by definition) a locally compact locale) then pt(Open(X)) = X
is locally compact.

Finally, we show (3) =⇒ (1). If U ⊆ K ⊆ V ⊆ X where U, V are open and K is compact,
then we have for a filtered colimit F = colimi∈I Fi in Shv(X):

colimiMap(V ,Fi) colimi Γ(K;Fi|K) colimiMap(U,Fi)

Map(V ,F) Γ(K;F|K) Map(U,F)

≃

This immediately shows that U → V is strongly compact. By Remark 2.2.13, this shows
that U for any compactly exhaustible open is strongly compactly exhaustible. Now we claim
that in any locally compact space, every open set is the union of open compactly exhaustible
subsets. Given this, cover an open U by such compactly exhaustible Ui. Since finite unions of
compacts are compact, also compactly exhaustible open sets are closed under finite unions.
Hence we can assume without loss of generality that the collection {Ui} is closed under finite
unions. This lets us write U as filtered colimit of compactly exhaustible opens in Open(X).
As j : Open(X) → Shv(X) preserves filtered colimits, we can in turn write U as filtered
colimit of the strongly compactly exhaustible Ui. Since Shv(X) is generated by the U , this
yields that it is compactly assembled.
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Regarding the claim, note that it suffices to show that every point of U admits a compactly
exhaustible neighborhood in U . So let x ∈ U . Since X is locally compact, we find a compact
neighborhood x ∈ K1 ⊆ U . Now generally, by local compactness of X, whenever L is a
compact set sitting in an open set V , we can find for each ℓ ∈ L a compact neighborhood
ℓ ∈ Lℓ ⊆ V . By compactness, L is covered by finitely many of the interiors of the Lℓ, and
thus we find L ⊆ V ′ ⊆ L′ ⊆ U for an open V ′ and compact L′. Applying this inductively
starting with K1 ⊆ U we obtain Kn ⊆ Un ⊆ Kn+1 ⊆ U with each Kn compact and each Un
open. Then Uω :=

⋃
n≥1 Un ⊆ U is a compactly exhaustible neighborhood of x.

Remark 2.2.21. It is not hard to show without any assumptions on X that Open(X) is
compactly assembled if and only if the sobrification sob(X) ofX is locally compact. However,
the Hausdorffness is necessary for the implication (3) =⇒ (1), where it is used to guarantee
that sections Γ(K,−) : Shv(X) → An on a compact subspace preserve filtered colimits.
Since Γ(K;−) : Shv(X)→ An is corepresented by K, one sees easily that K being compact
is necessary. The Hausdorffness assumption is more subtle though. On the one hand, global
sections on the Sierpinski space preserve filtered colimits even though it is only T0, and on
the other one can show that the interval with two endpoints X = [0, 1]⨿[0,1) [0, 1] is compact
and sober, but Γ(X,−) does not preserve filtered colimits.

Nevertheless, in the 1-categorical setting, Joyal and Johnstone have shown a stronger
statement via a more elaborate proof strategy. For a locale X, they prove that Shv(X; Set)
is compactly assembled if and only if X is “metastably locally compact”, see [JJ82, Theorem
5.9].

Proposition 2.2.22. Let X be a quasi-separated topological space, i.e. where the collection
of compact open sets is stable under finite intersections. Then the following are equivalent:

1. Shv(X) is compactly generated.

2. Open(X) is compactly generated.

3. X is coherent in the sense of [Lur17b], i.e. compact open sets are stable under finite
intersections and form a basis for X.

4. The sobrification sob(X) of X is the underlying space of a scheme.

Proof. The implication (1) =⇒ (2) is shown in the same way as the implication (1) =⇒ (2) in
Proposition 2.2.20; we have a compact-object preserving left adjoint L : Shv(X)→ Open(X)
of j.

For the implication (2) =⇒ (3), note first that an open subset U ⊆ X is compact if and
only if it is a compact object in Open(X). Now let U ⊆ X be open. In Open(X), we can
write U as a (filtered) colimit of compacts U = colimi Ui, which means that U =

⋃
i Ui. This

proves that the compact open sets form a basis of X.
The implication (3) =⇒ (1) is [Lur17b, Proposition 6.5.4.4]. Moreover, since SpecR is

coherent and Shv(X) ≃ Shv(sob(X)), we also get (4) =⇒ (1) and that (1) implies that
sob(X) is coherent. Thus sob(X) is locally spectral in the sense of [Hoc69], and Theorem 9
of op. cit. yields (4).
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Example 2.2.23. Since a scheme X is automatically sober, we see that the category
Shv(|X|) of sheaves on the underlying space X is compactly generated. Tensoring with
the compactly generated category of abelian groups and taking modules2 we also get that
the category of OX-module sheaves on |X| is compactly generated.

A variant of the previous example is this: let k be an algebraically closed field and
V ⊆ kn be an affine variety, i.e. the set of solutions of polynomial equations equipped
with the classical Zariski topology (we don’t require it to be irreducible here). Then the
category of sheaves on the underlying topological space is compactly generated, since the
sobrification of V is the scheme Spec(OV ). More generally if R is a Jacobson ring, then the
maximal spectrum mSpec(R) has the sobrification Spec(R), thus the categories of sheaves
are compactly generated.

Example 2.2.24. Note that a Hausdorff space X is automatically quasi-separated, and
hence Shv(X) is compactly generated if and only if X is totally disconnected.

Recently Harr [Har23a] has studied the above question with coefficients in an arbitrary
compactly generated stable category C. For example, under a hypercompleteness assump-
tion on a locally compact Hausdorff space X, he proves in [Har23a, Proposition 3.4] that
Shv(X; C) is compactly generated if and only if X is totally disconnected. He does this by
first showing another interesting result which completely characterizes the compact objects
in Shv(X; C) as those sheaves which are locally constant with compact stalks and compact
support, c.f. [Har23a, Theorem 2.3].

2.3 Proof of Theorem 2.2.15

In this section, we prove Theorem 2.2.15. We will roughly follow the strategy in the following
graph:

(1) (2)

(3)

(4)(5)

(6)
using (2)

2.3.1 1⇒ 2

Lemma 2.3.1. Assume that X ∈ C is strongly compactly exhaustible as witnessed by a
sequential colimit X = colimNXn. Let Y be the colimit of an arbitrary filtered diagram
Y = colimI Yi. Then the functor k : Ind(C)→ C induces an equivalence

MapInd(C)(colimn jXn, colimi jYi)
≃−→ MapC(colimnXn, colimi Yi).

2More generally, if C ∈ CAlg(PrL) and A ∈ CAlg(C), then the forgetful functor ModA(C) → C is
conservative and preserves limits and filtered colimits, hence its left-adjoint C → ModA(C) preserves compact
generators.
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Note that this yields an equivalence MapC(colimnXn, colimi Yi) ≃ limn colimiMapC(Xn, Yi).

Proof. We have a canonical commutative diagram

MapInd(C)(colimn jXn, colimi jYi) MapC(colimnXn, colimi Yi)

limnMapInd(C)(jXn, colimi jYi) limnMapC(Xn, colimi Yi)

limn colimiMapInd(C)(jXn, jYi) limn colimiMapC(Xn, Yi)

k

≃ ≃

limn k

≃

limn colimi k

≃

By 2-out-of-3 it remains to see that the bottom right vertical map is an equivalence. We
can use strong compactness of the morphisms to factor each MapC(Xn+1, colimi Yi) →
MapC(Xn, colimi Yi) over colimiMapC(Xn, Yi). Thus the limit in the codomain agrees with
the limit over

· · · → Map(X2, Y )→ colimiMapC(X1, Yi)→ Map(X1, Y )→ colimiMapC(X0, Yi)→ Map(X0, Y )

which in turn agrees with the limit over

· · · → colimiMapC(X1, Yi)→ colimiMapC(X0, Yi).

Corollary 2.3.2. For a strongly compactly exhaustible object X the presentation as a filtered
colimit X = colimiXi is unique as an Ind-object.

Proof. Let X = colimnX
′
n witness that X is strongly compactly exhaustible, and suppose

we can also write X as a filtered colimit X = colimiXi. The previous lemma gives an
equivalence

MapInd(C)(colimn jX
′
n, colimi jXi)

k−→
≃

MapC(X,X)

which allows us to lift the identity on X to an equivalence of the Ind-objects.

Recall that the reason why in a compactly generated category filtered colimits commute
with finite limits is that we can check equivalences by mapping out of compact objects, which
allows us to reduce to the case of Anima. The right vertical composite equivalence in the
above lemma tells us that in our current setting, where we can only check equivalences by
mapping out of strongly compactly exhaustible objects, we can still reduce to Anima.

Lemma 2.3.3 (1⇒ 2 in Theorem 2.2.15). If C is generated by strongly compactly exhaustible
objects, it is generated by weakly compactly exhaustible objects and filtered colimits in C are
exact.
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Proof. Since strongly compactly exhaustible objects are in particular weakly compactly ex-
haustible, the only nontrivial implication to show is that filtered colimits in C are exact. If
K is finite and I is filtered, and F : K × I → C some functor, we need to show that

colimI limK F → limK colimI F

is an equivalence. Since strongly compactly exhaustible objects generate C by assumption,
it suffices to show that the above map induces an equivalence on MapC(X,−) for X =
colimNXn strongly compactly exhausted. Then

MapC(X, colimI limK F ) ≃ limn colimI limK MapC(Xn, F )

≃ limK limn colimI MapC(Xn, F )

≃ MapC(X, limK colimI F ),

where in the first and last step we used the right vertical equivalence in Lemma 2.3.1 and
that Hom preserves limits in the second variable, and in the second step we used that limK

commutes with colimI and limn.

2.3.2 2⇒ 3

In order to prove the existence of a left adjoint of the colimit functor k : Ind(C)→ C, we will
see that it suffices to establish the analogue of Lemma 2.3.1 for objects which are weakly
compactly exhausted, under the additional assumption that in C filtered colimits are exact.

For that, we will first recast the definition of weakly compact morphisms in terms of Ind,
and introduce a variant.

Lemma 2.3.4. A morphism X → Y in C is weakly compact if and only if for each Z ∈ Ind(C)
and any map Y → kZ, we have a lift in the following diagram.

jX Z

jY jkZ.

Proof. We can write Z = colimI jZi and hence kZ = colimI Zi for I filtered. Since jX is
compact in Ind(C), the wanted factorisation is precisely the same as a finite stage i ∈ I and
a factorisation

X Zi

Y colimI Zi.

in C.
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Definition 2.3.5. Let K be some simplicial set, and X, Y ∈ Fun(K, C). We call X → Y
locally weakly compact if for any Z ∈ Fun(K, Ind(C)) we have a factorisation

j∗X Z

j∗Y j∗k∗Z

in Fun(K, Ind(C)).

Remark 2.3.6. If Z is of the form colimI jZi, i.e. represented by a diagram Fun(K × I, C)
with I filtered, then

MapFun(K,Ind(C))(j∗X,Z) = colimℓ∈Fun(K,I) MapFun(K,C)(X,Zℓ(−))

where Zℓ(−) denotes the composite K
ℓ,Z−−→ I × Fun(I, C)→ C, and we use Remark 2.1.6. So

local compactness here means that X → Y → colimI Zi factors “locally” through a finite
stage, in that there is some ℓ : K → I so that each Xk → Yk → colimi Zi,k factors through
a finite stage Zℓ(k),k depending on k.

Lemma 2.3.7. Suppose that K is a finite simplicial set and X → Y in Fun(K, C) is locally
weakly compact. Then colimK X → colimK Y is weakly compact.

Proof. Let colimi Zi be a filtered colimit in C. We want to factor the composite

colimK X

colimK Y colimi Zi

through a finite stage Zi. Adjoining over the colimK and rewriting constK colimi Zi ≃
k∗ colimi constK jZi, we can apply j∗ : Fun(K, C)→ Fun(K, Ind(C)), to get the diagram

j∗X colimi constK jZi

j∗Y j∗k∗ colimi constK jZi

where now a lift exists by local weak compactness of X → Y . Moreover, since K is finite,
j∗X is a compact object in Fun(K, Ind(C))3, hence we obtain a further factorization of the
lift through a finite stage j∗X → constK jZi. Applying k∗ and adjoining back the constK ,
we get the desired lift of the original map through Zi.

3More generally, if F : K → Dω is a functor with K a finite simplicial set, then F ∈ Fun(K,D)ω. Indeed,
in this case Tw(K) is still finite, and hence Nat(F, colimi Gi) ≃ lim(x→y)∈Tw(K) MapD(F (x), colimi Gi(y)) ≃
colimi lim(x→y)∈Tw(K) MapD(F (x), Gi(y)) ≃ colimi Nat(F,Gi), using that filtered colimits commute with
finite limits in An and the formula for mapping spaces in a functor category, c.f. [GHN15, Proposition 5.1].
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Lemma 2.3.8. Assume filtered colimits are exact in C. If K is n-dimensional and X → Y
in Fun(K, C) is the composite of n+1 pointwise weakly compact maps, then X → Y is locally
weakly compact.

Proof. We prove the following inductive version: Assume we have a mapX → Y in Fun(K, C)
and already a lift

jX Z

jY jkZ

in Fun(K(n−1), Ind(C)), i.e. on the (n− 1)-skeleton. Then we claim that after precomposing
with a pointwise weakly compact map X ′ → X, we obtain a lift on all of K. Write Z as a
filtered colimit Z = colimi jZi. The obstruction to extending the above lift over K, i.e. over
the remaining n-simplices, is as follows. For an n-simplex k0 → . . . → kn in K, we have an
Sn−2 worth of maps jXk0 → colimi jZi,kn , with a provided homotopy identifying them on
the colimit, i.e. a map

jXk0 → (colimi jZi,kn)
Sn−2 ×j(colimi Zi,kn )

Sn−2 j(colimi Zi,kn),

which we need factor through colim jZkn . Since filtered colimits commute with finite limits
in C and Ind(C) and j preserves limits (and (−)Sn−2

is a finite limit) we may identify this
with

jXk0 → colimi

(
jZSn−2

i,kn ×j(colimi ZSn−2
i,kn

)
j(colimi Zi,kn)

)
.

By compactness of jXk0 we can factor through a finite stage

jXk0 → jZSn−2

i,kn ×j(colimi ZSn−2
i,kn

)
j(colimi Zi,kn).

Applying k and using that filtered colimits commute with finite limits in C lets us rewrite
this as a map

Xk0 → ZSn−2

i,kn ×colimi ZSn−2
i,kn

colimi Zi,kn = colimi→ℓ Z
Sn−2

i,kn ×ZSn−2
ℓ,kn

Zℓ,kn .

If we precompose with a levelwise compact map X ′ → X, we obtain a factorisation

X ′
k0
→ ZSn−2

i,kn ×ZSn−2
ℓ,kn

Zℓ,kn

which yields the commutative diagram

jX ′
k0

jXk0

jZSn−2

i,kn
×
jZSn−2

ℓ,kn

jZℓ,kn jZSn−2

i,kn
×
j(colimi ZSn−2

i,kn
)
j(colimi Zi,kn)

jZℓ,kn colimi jZi,kn colimi jZ
Sn−2

i,kn
×
j(colimi ZSn−2

i,kn
)
j(colimi Zi,kn)
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(commutativity of the bottom rectangle can be readily checked by projecting to the factors
of the pullback in the codomain). Thus we obtain the desired lift, and by induction on the
skeleta of K, this proves the full statement.

Corollary 2.3.9. Assume filtered colimits are exact in C, and X• ∈ Fun(N, C) is a sequential
diagram of weakly compact morphisms. Then

π0MapInd(C)(colimN jXn, Y )→ π0MapC(colimNXn, kY )

is an equivalence for any Ind-object Y .

Proof. Write Y = colimI jYi ∈ Ind(C), and let constY ∈ Fun(N, Ind(C)) be the constant
diagram. We also have jX• ∈ Fun(N, Ind(C)). The map jX•−1 → jX• is pointwise compact,
and since N is equivalent to a 1-dimensional diagram, jX•−2 → jX• is locally compact in
Fun(N, Ind(C)). So we have a lift in the diagram

jX•−2 constY

jX• const jkY,

where the bottom map comes from the map X• → kY = colimI Yi. The top map corresponds
to a map colimN jX•−2 → Y in Ind(C). Since colimN jX•−2 → colimN jX• is an equivalence,
this proves surjectivity.

For injectivity, we work with Fun(N×∆1, Ind(C)). Giving two maps colimN jX• → Y in
Ind(C) lifting colimNX• → kY = colimI Yi then corresponds to a dashed lift in

jX• constY

jX• const jkY,

on restrictions to N×∂∆1. As in the proof of Lemma 2.3.8, this lift extends to all of N×∆1

after precomposing with jX•−2 → jX•. Under the adjunction between colimN and const,
this yields that any pair of maps colimN jX• → Y lifting the given colimNX• → kY is
homotopic (since jX•−2 → jX• is an equivalence under colimN).

With this we can show that we can replace the strongly compactly exhaustible X in
Lemma 2.3.1 by a weakly compactly exhaustible one, as long as filtered colimits are exact
in C.

Lemma 2.3.10. Assume filtered colimits are exact in C and X = colimXn is weakly com-
pactly exhausted. For Y ∈ Ind(C), we obtain an equivalence

k : MapInd(C)(colimN jXn, Y )
≃−→ MapC(colimNXn, kY ).
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Proof. We claim the following general fact: Let F : C → D be a functor preserving finite
limits, and let X ∈ C be an object such that

F : π0MapC(X, Y )→ π0MapD(F (X), F (Y ))

is an isomorphism for all Y ∈ C. Then

F : MapC(X, Y )→ MapD(F (X), F (Y ))

is an equivalence for all Y ∈ C. To see this, we prove inductively that

F : πi(MapC(X, Y ); f)→ πi(MapD(F (X), F (Y )); f)

is an isomorphism for all Y , f and i. Assume this is known for all Y , f and i ≤ n. Then for
some Y and f consider Y ′ = eq(f, f : X → Y ). Since

Ωf MapC(X, Y )→ MapC(X, Y
′)→ MapC(X,X)

is a split fiber sequence (and same for the corresponding sequence in D), we have that F
gives a diagram of short exact sequences

0 πn+1(MapC(X, Y ); f) πn(MapC(X, Y
′)) πn(MapC(X,X)) 0

0 πn+1(MapD(FX,FY ); f) πn(MapD(FX,FY
′)) πn(MapD(FX,FX)) 0.

By assumption, the right vertical maps are isomorphisms, so also the left vertical map.
Since by Corollary 2.3.9, the π0 condition is satisfied in the present situation, the theorem

follows.

Corollary 2.3.11. If filtered colimits are exact in C, a morphism X → Y which factors as

X = X0 → X1 → . . .→ Y

with all Xn → Xn+1 weakly compact (i.e. into “infinitely many weakly compact morphisms”),
is strongly compact.

Proof. Let Z = colimi∈I jZi be some Ind-object. For some Y → kZ, we have

MapInd(C)(jY, Z) MapInd(C)(colim jXn, Z) MapInd(C)(jX, Z)

MapC(Y, kZ) MapC(colimXn, Z) MapC(X, kZ)

≃

Corollary 2.3.12. If filtered colimits are exact in C, then weakly compactly exhaustible
objects are ω1-compact.
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Proof. IfX = colimXn is weakly compactly exhausted, and colimI Yi is an ω1-filtered colimit,
we have by Lemma 2.3.10

MapC(X, colimI Yi)

=MapInd(C)(colimN jXn, colimI jYi)

= colimI MapInd(C)(colimN jXn, jYi)

= colimI MapC(X, Yi)

since countable colimits of compact objects are ω1-compact.

Lemma 2.3.13 (2⇒ 3 in Theorem 2.2.15). If C is generated by weakly compactly exhaustible
objects and filtered colimits in C are exact, then k : Ind(C)→ C admits a left adjoint.

Proof. By the pointwise criterion for existence of adjoints, it suffices to show that for each
X ∈ C, MapC(X, k(−)) is a representable functor Ind(C)→ An, i.e. there exists X ′ ∈ Ind(C)
with an equivalence

MapInd(C)(X
′, Y ) ∼= MapC(X, kY )

natural in Y . The collection of X for which such X ′ exists is closed under colimits, since
limits of representable functors are representable. It also contains compactly exhaustible
objects by Lemma 2.3.10. So it contains every X ∈ C and the claim follows.

We also use the notion of locally weakly compact morphisms in Fun(K, C) to show the
following:

Lemma 2.3.14. If filtered colimits are exact in C, weakly compactly exhaustible objects are
closed under countable colimits.

Proof. Every countable colimit can be written as a sequential colimit of finite colimits:
Enumerating all simplices of a countable simplicial set K, the simplicial subset Kn ⊆ K
spanned by the first n simplices is finite, and so

colimK F = colimN colimKn F |Kn .

To prove closure under finite colimits it suffices to show closure under pushouts, since the
initial object is clearly compact. Given a diagram B ← A → C of weakly compactly
exhaustible objects, we may write A = colimAn, B = colimBn, C = colimCn, and then
use Lemma 2.3.10 and Remark 2.1.6 to lift A→ B to a natural transformation An → Bi(n).
Here we may assume i : N→ N to be cofinal, and hence reindex Bn to have an actual natural
transformation An → Bn, same for An → Cn.

We thus have a diagram B• ← A• → C•, i.e. a sequential diagram Fun(K, C) where
K = • ← • → •, consisting of pointwise weakly compact maps. Since K is 1-dimensional,
the composite of any two successive maps is locally weakly compact in Fun(K, C), and so by
Lemma 2.3.7 the composite of any two successive maps in B• ⨿A• C• is weakly compact. So
B ⨿A C is weakly compactly exhausted.
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For sequential colimits we proceed analogously, applying Lemma 2.3.10 inductively to
write a sequential diagram A0 → A1 → . . . of compactly exhaustible objects as a sequential
colimit of sequential diagrams Ai = colimnAi,n where the maps Ai,n → Ai,n+1 are compact.
This has the diagonal entries as a cofinal subdiagram, and the maps between them are
compact since compact morphisms form a 2-sided ideal.

2.3.3 3⇒ 1 and 3⇔ 6

We now prove that if k : Ind(C)→ C has a left adjoint ȷ̂, C is generated by strongly compactly
exhaustible objects. To do so, we first derive basic properties of such a left adjoint, and then
characterize compact morphisms in terms of it.

Lemma 2.3.15. If k : Ind(C)→ C admits a left adjoint ȷ̂, it is fully faithful, and id→ k ◦ ȷ̂
is an equivalence.

Proof. It is easy to verify that generally a left (right) adjoint is fully faithful if and only
if the associated unit (counit) is an equivalence. Moreover, it is a general fact that in an
adjoint triple ȷ̂ ⊣ k ⊣ j the ȷ̂ is fully faithful if and only if j is. One way to see this is to
check that for all objects X, Y we obtain a commutative diagram

Map(kȷ̂X, Y ) Map(ȷ̂X, jY )

Map(X, Y ) Map(X, kjY )

(ηȷ̂X)∗

(εjY )∗

where ηȷ̂ : id ⇒ kȷ̂ is the unit of ȷ̂ ⊣ k and εj : kj ⇒ id is the counit of k ⊣ j, and the
unlabeled equivalences come from the adjunctions. Then use 2-out-of-3 and the Yoneda
lemma.

Remark 2.3.16. In what follows, we will sometimes refer to “the canonical transformation
ȷ̂ → j”. More precisely, one can check that the following solid square commutes and hence
define said transformation as the diagonal composite

ȷ̂kj ȷ̂

j jkȷ̂

ȷ̂εj
≃

εȷ̂j ηj ȷ̂

jηȷ̂

≃

Lemma 2.3.17. If k : Ind(C)→ C has a left adjoint ȷ̂, and X → Y is a morphism in C, the
following are equivalent:

1. X → Y is strongly compact.

2. X → Y is weakly compact.
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3. jX → jY factors through ȷ̂Y in Ind(C).

4. ȷ̂X → ȷ̂Y factors through jX in Ind(C).

Proof. If X → Y is strongly compact, it is also weakly compact. Recall that a morphism
X → Y is weakly compact if and only if for any Z ∈ Ind(C), we have a dashed lift in

jX Z

jY jkZ.

In particular, we may apply this to Z = ȷ̂Y to obtain a factorisation jX → ȷ̂Y → jY . Given
such a factorization, we see that X → Y is strongly compact since for any Z ∈ Ind(C) we
get a commutative diagram as follows and hence a diagonal lift for the outer rectangle:

MapInd(C)(jY, Z) MapInd(C)(ȷ̂Y, Z) MapInd(C)(jX, Z)

MapC(Y, kZ) MapC(Y, kZ) MapC(X, kZ)

≃

Finally we show (3) =⇒ (4); the converse is dual. The diagram on the left below corre-
sponds under the adjunction ȷ̂ ⊣ k to the diagram on the right below:

ȷ̂X ȷ̂Y X kȷ̂Y

jX jY kjX kjY

≃ ≃

Now in (3) we are given a lift making and a homotopy making the bottom triangle commute.
Together with the homotopy making the outer square commute, it is clear in the right picture
that this determines a homotopy making top triangle commute, giving (4).

Lemma 2.3.18 (3⇔ 6 of Theorem 2.2.15). For presentable C, the following are equivalent:

1. k : Ind(C)→ C admits a left adjoint.

2. In C, filtered colimits distribute over small limits, i.e.

colimIK limK F ≃ limK colimI F.

3. In C, filtered colimits are exact and distribute over small products, i.e.

colim∏
J I

∏
J

F ≃
∏
J

F colimI F.
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Proof. 1⇒ 2: If k : Ind(C)→ C admits a left adjoint, it preserves limits. Let F : K× I → C
be a diagram with I filtered. Then since limits and filtered colimits in Ind(C) are formed
pointwise, the Ind object limK colimI jF (k, i) agrees with colimIK j limK F (k, i), using that
filtered colimits distribute over small limits in An, see e.g. [CH21, Corollary 7.17]. Applying
k and using the assumption that it commutes with limits, we learn that

limK colimI F (k, i) ≃ colimIK limK F (k, i)

as desired.
2⇒ 3: If K is finite, the diagonal map I → IK is cofinal (this is essentially the definition

of filtered). So filtered colimits distributing over finite limits is equivalent to filtered colimits
commuting with finite limits. Distributing over products is of course also a special case.

3 ⇒ 1: Similar to 1 ⇒ 2, the condition 3 implies that k : Ind(C) → C commutes with
finite limits and products, so general limits. Say C is κ-compactly generated, so that by
Lemma 2.1.35 the functor k factors as the right Bousfield localization i∗ : Ind(C)→ Ind(Cκ)
followed by the left Bousfield localization L : Ind(Cκ)→ C. We claim that L also commutes
with limits, hence admits a further left adjoint, so that also the composite k = Li∗ does.

For any diagram F : I → Ind(Cκ) there is a comparison map ϕ : L(limF ) → limLF .
Since i∗ is a right Bousfield localization, so is the postcomposition (i∗)∗ : Fun(I, Ind(C)) →
Fun(I, Ind(Cκ)), and in particular it is essentially surjective, so that F = i∗F ′ for some F ′ :

I → Ind(C). Then the composite k(limF ′) = Li∗(limF ′) = L(limF )
ϕ−→ limLF = lim kF ′ is

an equivalence since k preserves limits, hence by 2-out-of-3 also ϕ is an equivalence.

Lemma 2.3.19 (3 ⇒ 1 of Theorem 2.2.15). If k : Ind(C) → C admits a left adjoint ȷ̂, C is
generated by strongly compactly exhaustible objects.

Proof. Note that Lemma 2.3.18 above implies that filtered colimits in C are exact. So weakly
compactly exhaustible objects in C are closed under finite colimits by Lemma 2.3.14, and
agree with strongly compactly exhaustible objects by Lemma 2.3.17. So by Lemma 2.1.32,
it suffices to prove that if X → Y is a morphism in C such that

A X

B Y

admits a lift whenever A,B are strongly compactly exhaustible, then X → Y is an equiva-
lence. Since ȷ̂ is fully faithful, it suffices to check that ȷ̂X → ȷ̂Y is an equivalence in Ind(C).
Since Ind(C) is generated by the Yoneda image which is closed under finite colimits, by
another use of Lemma 2.1.32 we need to prove that any diagram

jA ȷ̂X

jB ȷ̂Y
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admits a dashed lift, for arbitrary A,B ∈ C.
Now observe that Ind(C)∆1

is compactly generated (since objects of the form ∅ → jB
and jA → jA are generators by adjunctions, and are compact; also note that the compact
objects are exactly those of the form jA → jB). So any object F → G of Ind(C)∆1

is a
filtered colimit of arrows jA→ jB from C∆1

. Applying this to ȷ̂X → ȷ̂Y , we may write this
as

(ȷ̂X → ȷ̂Y ) = colimI(jAi → jBi).

Next, observe that applying k yields

(X → Y ) = colimI(Ai → Bi),

and applying (colimit-preserving) ȷ̂ again yields

(ȷ̂X → ȷ̂Y ) = colimI(ȷ̂Ai → ȷ̂Bi).

So the canonical maps

colimI(ȷ̂Ai → ȷ̂Bi)→ colimI(jAi → jBi)→ (ȷ̂X → ȷ̂Y )

are equivalences. Since jA → jB is compact in Ind(C)∆1
, the original map to (ȷ̂X → ȷ̂Y )

now factors as
jA ȷ̂Ai jAi ȷ̂X

jB ȷ̂Bi jBi ȷ̂Y

for some i ∈ I. But we can apply the same argument to the rightmost square again, since
(jAi → jBi) is compact. Inductively we thus factor the original diagram as

jA = jA0 ȷ̂A1 jA1 . . . ȷ̂X

jB = jB0 ȷ̂B1 jB1 . . . ȷ̂Y.

By fully faithfullness of j and Lemma 2.3.17 the jAn → jAn+1 are induced by strongly
compact morphisms An → An+1 in C, and likewise we get Bn → Bn+1. The horizontal
colimits here agree with colimn ȷ̂An = ȷ̂ colimAn and ȷ̂ colimBn. Since ȷ̂ is fully faithful
and we may lift against strongly compactly exhaustible objects by assumption, we therefore
find a compatible lift colim ȷ̂Bn → ȷ̂X. Precomposing, we find a lift out of the original
jB0 = jB.

2.3.4 3⇔ 4⇔ 5

Lemma 2.3.20 (3⇒ 4 of Theorem 2.2.15). If k : Ind(C)→ C admits a left adjoint, then C
is ω1-compactly generated and Ind(Cω1)→ C admits a left adjoint.
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Proof. By Lemma 2.3.19 and 2.3.3, C is generated by weakly compactly exhaustible objects
and filtered colimits are exact. By Corollary 2.3.12, this implies that C is generated by
ω1-compact objects. As in the proof of Lemma 2.3.18, this means that the colimit functor
Ind(C) → C factors through Ind(Cω1), and its left adjoint factors through Ind(Cω1) as well,
giving the desired adjoint.

Lemma 2.3.21 (4⇒ 5 of Theorem 2.2.15). If C is ω1-compactly generated and Ind(Cω1)→ C
admits a left adjoint, C is a retract in PrL of a compactly generated category.

Proof. The right adjoint of k : Ind(Cω1)→ C is given by the restricted Yoneda embedding j′,
which is fully faithful since C is ω1-compactly generated. As in the proof of Lemma 2.3.15,
this implies that the left adjoint ȷ̂ is fully faithful, and hence k ◦ ȷ̂ ≃ idC. This is the desired
retraction.

Lemma 2.3.22 (5⇒ 3 of Theorem 2.2.15). If C is a retract in PrL of a compactly generated
category, then k : Ind(C)→ C has a left adjoint.

Proof. If C is compactly generated, it is of the form Ind(C0). In that case, a left adjoint can
be described as Ind(j), the Ind-extension of the functor C0 → Ind(Ind(C0)). Indeed, both

MapInd(C)(Ind(j)(−), Y ), MapC(−, kY )

are functors C → Anop which preserve filtered colimits, and they agree on the objects coming
from C0, so we have the desired adjunction.

If more generally C is a retract of a compactly generated C ′, with both functors C i−→
C ′ r−→ C colimit-preserving, the functor k : Ind(C)→ C is a retract:

Ind(C) Ind(C ′) Ind(C)

C C ′ C

k

Ind(i) Ind(r)

k k

i

ȷ̂

r

Using the middle adjunction, we have the following commutative diagram for X ∈ C and
Y ∈ Ind(C):

MapC(X, kY ) MapC′(iX, ikY ) MapC′(iX, k Ind(i)Y )

MapC(X, kY ) MapInd(C)(Ind(r)ȷ̂iX, Y ) MapInd(C′)(ȷ̂iX, Ind(i)Y )

i

id

≃

≃

k Ind(r)

using that k ◦ ȷ̂ ≃ id. If all morphisms here were invertible, we would have exhibited
Ind(r) ◦ ȷ̂ ◦ i as left adjoint of k. We don’t have that, but we have exhibited MapC(X, k(−))
as retract of MapInd(C)(Ind(r)ȷ̂iX,−). By Yoneda, this shows that MapC(X, k(−)) is itself
corepresentable, by a retract of Ind(r)ȷ̂iX, and so we have that k admits a left adjoint.
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2.4 Properties of compactly assembled ∞-categories

Having proved the equivalence of all characterisations of compactly assembled∞-categories,
we record a number of observations:

Proposition 2.4.1. In a compactly assembled ∞-category C, the following are equivalent
for a morphism X → Y :

1. X → Y is weakly compact.

2. X → Y is strongly compact.

3. jX → jY factors over ȷ̂Y .

4. ȷ̂X → ȷ̂Y factors over jX.

5. ȷ̂X → ȷ̂Y is compact in Ind(Cω1).

Proof. The equivalence of the first four points was shown in Lemma 2.3.17. For the last
point, observe that Ind(Cω1) is compactly generated, so ȷ̂X → ȷ̂Y is compact if and only
it factors over some jZ. Since the map ȷ̂X → jZ canonically factors through jX, this is
equivalent to (4).

Remark 2.4.2. Thus, in a compactly assembled category, we drop the adjective weakly or
strongly and just consider compact maps and compactly exhaustible objects.

However, as the above Proposition shows, being compact is something which is witnessed
by the datum of a lift of jX → ȷ̂Y and hence it makes sense to remember this datum when
talking about compact maps.

Definition 2.4.3. Let C be compactly assembled. A (compactly) assembled map X → Y
in C is given by a compact map together with a lift jX → ȷ̂Y . We write

Mapca
C (X, Y ) := MapInd(C)(jX, ȷ̂Y )

for the space of compactly assembled maps.

Note that this is not a full subspace of MapC(X, Y ), so for example a homotopy between
compact maps is more data than just a homotopy between the underlying maps.

Proposition 2.4.4. In a compactly assembled category C, every compact morphism X → Y
may be factored as a composite of two compact morphisms X → K → Y where K is ω1-
compact. This extends to a Q ∩ [0, 1]-indexed diagram Xα (with X0 = X and X1 = Y ) such
that each “positive-length” morphism is compact, and each Xα for 0 < α < 1 is ω1-compact.
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Proof. Suppose we already know that we can factor X → Y into two compact maps X →
Z → Y . We can repeat this to obtain a factorization X → X0 → Y0 → Y with all maps
compact. Now since C is ω1-compactly generated, we can express Y0 as filtered colimit of
ω1-compact objects. As X0 → Y0 is compact, it factors through a finite stage X0 → K → Y0
where K is ω1-compact. Since compact maps form a 2-sided ideal, we now see that X →
K → Y is the desired factorization ofX → Y into two compact maps through an ω1-compact
object.

For the second statement, observe that Q ∩ [0, 1] can be realized as ascending union of
discrete subposets, where in each step we just add finitely many points between two points.
Beginning with {0, 1} and X → Y , we may inductively extend over each of these discrete
subposets, and then obtain a diagram indexed over their colimit.

Finally, we prove the first claim, that a compact map may be factored into two compact
maps. By assumption we have a lift jX → ȷ̂Y , and we may write ȷ̂Y = colimi∈I jYi as a
filtered colimit of representables. Applying k, we find that colimi∈I Yi ≃ Y , and applying ȷ̂,
we find that colimi∈I ȷ̂Yi ≃ ȷ̂Y , so

colimi∈I ȷ̂Yi → colimi∈I jYi → ȷ̂Y

are equivalences. Now the map jX → ȷ̂Y factors as

jX → ȷ̂Yi → jYi → ȷ̂Y,

which witnesses compactness of both X → Yi and Yi → Y by Proposition 2.4.1.

Example 2.4.5. In a general ∞-category, compact morphisms do not necessarily factor
through multiple compact morphisms. For example, consider the poset

N+ N× N+ {∞},

where N×N carries the canonical partial ordering (componentwise instead of lexicographical).
Then every subset has a supremum, so this is a presentable category. The morphism

(0, 0)→∞

is compact, since every family xi of elements with supremum ∞ contains elements from
N × N + {∞}, which receive a morphism from (0, 0). Since both (0, 0) and ∞ can be
expressed as suprema of elements strictly smaller than themselves, they are not compact.
Any factorisation of (0, 0)→∞ into two compact morphisms must therefore take the form

(0, 0)→ (a, b)→∞

with a > 0 or b > 0. But the morphisms (a, b)→∞ with a > 0 or b > 0 are never compact.
For example, if a > 0, we have ∞ = sup(0, n) but (a, b) ≰ (0, n) for any n. So (0, 0)→∞ is
an example of a compact morphism that cannot be factored into compact morphisms.

Proposition 2.4.6. In a compactly assembled ∞-category, the following are equivalent for
an object X:
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1. X is weakly compactly exhaustible.

2. X is strongly compactly exhaustible.

3. X is ω1-compact.

4. X may be written as colimit of a Q≥0-indexed diagram of compact maps.

5. X may be written as colimit of a Q-indexed diagram of compact maps.

Furthermore, in any of the N, Q≥0 or Q-indexed diagrams above, we may choose all objects
to be ω1-compact.

Proof. Since strongly and weakly compact morphisms agree, (1) and (2) are equivalent. We
have also seen in Corollary 2.3.12 that compactly exhaustible objects are always ω1-compact.
Conversely, let X be ω1-compact. Write X = colimi∈I Xi where Xi are weakly compactly
exhaustible. Since the compactly exhaustible objects are closed under countable (i.e. ω1-
small) colimits by Lemma 2.3.14, we may assume I to be ω1-filtered here. But then the
identity on X factors through one of the Xi. So X is a retract of a compactly exhaustible
object, but retracts can be written as countable colimits as well.

If we have X = colim(X0 → X1 → . . .) compactly exhausted, we may first factor
each morphism into compact morphisms through ω1-compact objects by Proposition 2.4.4,
and hence assume by cofinality that the Xi are ω1-compact. Factoring, we may extend each
Xi → Xi+1 to a Q∩[i, i+1]-indexed diagram of ω1-compact objects and compact morphisms,
and therefore have extended the diagram to a Q≥0 diagram with the same colimit. Finally,
Q≥0 and Q contain each other as cofinal subsets (Q>0 ⊆ Q≥0 is isomorphic to Q).

So we may view compactly assembled ∞-categories as a special kind of ω1-compactly
generated ones: The ones where in addition, every ω1-compactly generated object can be
compactly exhausted.

Next, we investigate what we can say about Ind-extensions of functors out of compactly
assembled categories. To this end, let C be compactly assembled and D a category admitting
filtered colimits. Given any functor F : C → D, note that k Ind(F ) is the Ind-extension of F .
Indeed, clearly k Ind(F ) preserves filtered colimits, and furthermore k Ind(F )j ≃ kjF ≃ F .
We use the superscript filt to denote full subcategories Funfilt ⊆ Fun on functors preserving
filtered colimits, so that Ind-extension is the inverse equivalence to

j∗ : Funfilt(Ind(C),D) ≃−→ Fun(C,D). (2.1)

Lemma 2.4.7. Let C be compactly assembled and D a category admitting filtered colimits.
A functor F : C → D commutes with filtered colimits if and only if its Ind-extension

Ind(C)→ D

is local with respect to ȷ̂X → jX, i.e. takes those morphisms to equivalences. In other words,
the equivalence of (2.1) restricts to an equivalence

j∗ ≃ ȷ̂∗ : Funfilt
ȷ̂→j(Ind(C),D)

≃−→ Funfilt(C,D).
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Proof. If the Ind-extension F ′ : Ind(C)→ D of F : C → D is local, we have F ≃ F ′◦j ≃ F ′◦ȷ̂,
but the latter is a composition of two filtered-colimit preserving functors.

Conversely, assume F preserves filtered colimits. Writing ȷ̂X ≃ colimI jXi, we learn that
X ≃ colimI Xi by applying k, and

F ′(ȷ̂X) ≃ colimI F (Xi) ≃ F (X) ≃ F ′(jX)

as F preserves filtered colimits, so F ′ inverts the morphisms ȷ̂X → jX.

Proposition 2.4.8. Let C be compactly assembled and D a category admitting filtered
colimits. Then Funfilt(C,D) is a Bousfield colocalization of Fun(C,D) with right adjoint
asmfilt : Fun(C,D)→ Funfilt(C,D) sending F to k ◦ Ind(F ) ◦ ȷ̂. In particular, given a functor
F : C → D, the counit

k ◦ Ind(F ) ◦ ȷ̂→ F

is the filtered colimit assembly map, i.e. a terminal object in Funfilt(C,D)/F .
Proof. It is a general fact that the adjoint triple ȷ̂ ⊣ k ⊣ j yields an adjunction ȷ̂k ⊣ jk, and
hence (jk)∗ ⊣ (ȷ̂k)∗ which in turn restricts to an adjunction

(jk)∗ : Funfilt
ȷ̂→j(Ind(C),D)⇄ Funfilt(Ind(C),D) : (ȷ̂k)∗. (∗)

Indeed, if F : Ind(C)→ D preserves filtered colimits, then so does F ȷ̂k, and furthermore one
checks that whiskering with k from the left inverts the canonical transformation ȷ̂→ j (this
follows from the triangle identities, c.f. Remark 2.3.16). If F furthermore inverts ȷ̂ → j,
then Fjk ≃ F ȷ̂k still preserves filtered colimits. Then Fη : F → Fjk is a morphism in
Funfilt(Ind(C),D). The equivalence j∗ from (2.1) sends this to Fηj, which is an equivalence by
the triangle identities. Thus (η∗)F = Fη is an equivalence. This proves that the adjunction
(∗) exists and we can identify the left adjoint with the inclusion Funfilt

ȷ̂→j ⊆ Funfilt. Finally,
we have the commutative diagram

Funfilt(Ind(C),D) Fun(C,D)

Funfilt
ȷ̂→j(Ind(C),D) Funfilt(C,D)

j∗

≃

j∗
≃

The top horizontal equivalence has inverse given by Ind-extension sending F 7→ k Ind(F ),
and the bottom horizontal equivalence is clearly naturally equivalent to ȷ̂∗. The left inclusion
admits a right adjoint given by (ȷ̂k)∗, and thus the right inclusion admits a composite right
adjoint asmfilt sending F to k Ind(F )ȷ̂kȷ̂ ≃ k Ind(F )ȷ̂, as desired.

This way of passing from a functor to a colimit-preserving one in a universal way is
generally known as “assembly” of the functor, because the new functor is typically “assem-
bled” from the restriction of the old functor to some class of objects. For example, if C
is even compactly generated, the universal filtered-colimit preserving functor over F is just
the Ind-extension of F |Cω . The above formula describes the assembly of F as the unique
filtered-colimit preserving functor which on compactly exhausted objects is described by

colim(X0 → X1 → . . .) 7→ colim(FX0 → FX1 → . . .)
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Corollary 2.4.9. For a compactly assembled category C, Mapca
C (X, Y ) coincides with the

filtered colimit assembly of MapC(X,−).

Proof. The assembly of MapC(X,−) takes Y to

(k ◦ Ind(MapC(X,−)))(ȷ̂Y ).

The functor k ◦ Ind(MapC(X,−)) : C → An is the Ind-extension of the functor MapC(X,−).
This coincides with MapInd(C)(jX,−) since it has the correct value on representables and
preserves filtered colimits in Ind(C). So the assembly takes Y to

MapInd(C)(jX, ȷ̂Y ) = Mapca
C (X, Y )

as claimed.

2.5 The category of presentable ∞-categories

Lemma 2.5.1. PrL has small limits, and they are formed “underlying” (i.e. the forgetful
functor PrL → Cat∞ preserves limits). Analogously, PrR has small limits and they are
formed underlying.

Proof. [Lur17b, Theorems 5.5.3.13 and 5.5.3.18].

Corollary 2.5.2. Colimits in PrL are not formed underlying. Instead, they are formed
by passing to the opposite diagram of right adjoints (along the contravariant equivalence
PrL ≃ (PrR)op) and passing to the limit instead.

Example 2.5.3. Even though the coproduct C⨿D formed in Cat∞ is just the disjoint union,
C ⨿ D formed in PrL agrees with the product C × D, and more generally

∐
I Ci ≃

∏
I Ci for

any set I. An explanation for the different behaviour is that a presentable∞-category needs
to have small colimits, and in the disjoint union of C and D, we for example don’t have a
coproduct of objects coming from different components.

Definition 2.5.4. We write PrLκ for the (non-full) subcategory of PrL consisting of all κ-
compactly generated categories with morphisms given by left adjoint functors F : C → D
which take Cκ into Dκ.

Lemma 2.5.5. PrLκ is equivalent to the full subcategory of the ∞-category Catrex(κ)∞ of small
categories with κ-small colimits, and κ-small colimit preserving functors spanned by the idem-
potent complete ∞-categories.4

Proof. The inverse equivalences are given by Indκ and (−)κ. [Lur17a, Lemma 5.3.2.9].

Lemma 2.5.6. For a pair of adjoint functors L : C → D : R, we have:

4Note that for κ > ω idempotent completeness is automatic since splitting idempotents can be achieved
by a sequential colimits, so in this case PrLκ ≃ Catrex(κ)∞ . But for κ = ω this makes a difference.
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1. If the right adjoint R preserves κ-filtered colimits, L preserves κ-compact objects.

2. If C is κ-compactly generated and L preserves κ-compact objects, R preserves κ-filtered
colimits.

Proof. IfX is κ-compact andR preserves κ-filtered colimits, then MapD(LX,−) ≃ MapC(X,R(−))
commutes with κ-filtered colimits, so LX is κ-compact. For the other statement, let C be
κ-compactly generated and Yi a κ-filtered diagram. To check that colimRYi ≃ R(colimYi) it
suffices to apply MapC(X,−) for κ-compact X, which leads to colimMapD(LX, Yi) on both
sides since LX is κ-compact.

Lemma 2.5.7. The forgetful functor PrLκ → PrL (and hence also the functor Indκ : Cat
rex(κ)
∞ →

PrL) preserves colimits.

Proof. Let Ci → C be a colimit cone in PrL over a diagram in PrLκ . We need to prove
that it is a colimit cone in PrLκ . Passing to right adjoints, it suffices to check that the
limit of κ-compactly generated categories along κ-filtered colimit preserving right adjoint
functors is itself κ-compactly generated, and universal among κ-filtered colimit preserving
left adjoint functors into the diagram. The first statement follows since the right adjoint
functors out of the limit are jointly conservative, and so their left adjoints (which preserve
κ-compact objects) take generators to generators collectively. The other statement follows
since κ-filtered colimits and limits in the limit of categories are formed pointwise.

Example 2.5.8. For a ring R, we have the category of perfect complexes D(R)ω. We have
a functor BG → Catrex∞ encoding the trivial G-action on D(R)ω. By the above, its colimit
is given by the compact objects in the colimit of the trivial G-action on its Ind-category
D(R), viewed as diagram BG → PrL. This colimit may be computed as the limit of the
right adjoint diagram, which is the functor category Fun(BG,D(R)) ≃ D(R[G])5. So the
colimit of the original diagram BG→ Catrex∞ is D(R[G])ω.

Example 2.5.9. The functor PrLκ → PrL does not preserve limits As an example, let κ = ω 6

and recall the almost mathematics situation from Example 2.2.14, where we have a pullback
diagram in PrL

aModm(A) Mod(A)

0 Mod(A/m)

⌟

This is not a pullback diagram in PrLω , as the top left corner is not even compactly generated.
(In fact, the pullback in PrLω is 0, as any compact-object preserving functor into the kernel of
Mod(A)→ Mod(A/m) is zero.) We will however see later that this is a limit in the category
of compactly assembled∞-categories, but PrLca → PrL does also not generally preserve limits.

5One way to see this is to use the Schwede-Shipley Theorem, see e.g. [Lur17a, Theorem 7.1.2.1].
6Lucas Mann has shown that for uncountable regular κ, the inclusion PrLκ ⊂ PrL preserves κ-small limits,

see [Luc22, Corollary A.2.7].
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To close this subsection, we provide a useful description of colimit inclusions in PrL, and
use it to prove some closure properties of fully faithful functors,

Lemma 2.5.10. Consider a sifted diagram C• : I → PrL with left adjoints fi,j : Ci → Cj. If
each right adjoint fRi,j preserves I-indexed colimits (e.g. I is filtered and C• lands in PrLca),

then the colimit inclusions λi : Ci → C of C = colimPrL

i Ci = limCat∞
i Ci can be concretely

described by the formula
prj λi = colimℓ∈I{i,j}/ f

R
j,ℓfi,ℓ

where I{i,j}/ denotes the category of objects in I equipped with morphisms from i and j. Here
the colimit is taken along maps induced by the units id⇒ fRℓ,mfℓ,m for ℓ→ m, and the map
to prj λi is induced by the units id⇒ prℓ λℓ.

Proof. By siftedness of I we note that I{i,j}/ → I is always cofinal, hence the right adjoints
also preserve these colimits. Given this, the proof for the general case is a straightforward
adaption of the case I = N, hence we will prove only the latter for notational clarity.

So consider a sequential diagram C1
f1,2−−→ C2

f2,3−−→ C3 → · · · and write the composite

functors as fk,n for k ≤ n. Then C = colimPrL

n = limCat∞
n Cn has projections prn : C → Cn

which admit the left adjoint colimit inclusions λn : Cn → C. Fix n and consider Fk :=
colimℓ≥k,n f

R
k,ℓfn,ℓ : Cn → Ck. Since fRk−1,k preserves filtered colimits, we have canonical

equivalences fRk,k+1Fk+1 ≃ Fk, so that the Fk assemble into Λn : Cn → C with prk Λn = Fk.
To show that Λn = λn, we prove that Λn is left adjoint to prn. This follows from the following
equivalences, which are natural in x ∈ Cn and y = (yn)n ∈ C

C(Λnx, y) = limk≥n Ck(colimℓ≥k f
R
k,ℓfn,ℓx, yk)

= limk≥n limℓ≥k Ck(fRk,ℓfn,ℓx, yk)
= limk≥n Ck(fn,kx, yk)
= limk≥n Cn(x, fRn,kyk)
= Cn(x, yn).

Remark 2.5.11. If we assume that each fi,j : Ci → Cj is fully faithful, then we don’t need
any assumptions on the right adjoints for the above proof to work, and this shows that
the colimit inclusions λi of a sifted colimit of fully faithful functors in PrL are themselves
all fully faithful. However, given furthermore a cone C• ⇒ constD where each Ci ↪→ D is
fully faithful, the induced map colimi Ci → D will generally not be fully faithful, unless we
again assume that the right adjoints preserve I-indexed colimits, as we show below. For an
example showing that one really needs this assumption on the right adjoints for the induced
map colimi Ci → D to also be fully faithful, see [Efi24, Remark 1.71].

Corollary 2.5.12. Let I be sifted and denote by PrLI ⊂ PrL the wide subcategory on functors
whose right adjoints preserve I-indexed colimits. Note that this is closed under colimits in
PrL. If we let F ⊆ Ar(PrLI ) denote the full subcategory on fully faithful functors, then F is
closed under I-indexed colimits. In particular, fully faithful functors are closed under filtered
colimits in PrLca.
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Proof. For ease of notation, let us again consider a pointwise fully faithful transformation
α : C• ⇒ D• of diagrams C•,D• : N→ PrL, where the right adjoints of all involved functors
preserve sequential colimits. Write fk,n : Ck → Cn respectively gk,n : Dk → Dn for the tran-
sition maps of C• respectively D• and λCn, pr

C
n respectively λDn , pr

D
n for the colimit inclusions

and their right adjoints of C• respectively D•. Moreover, let α∞ : C∞ → D∞ denote the in-
duced functor on the colimit. We want to check that ηα∞ : idC∞ ⇒ αR∞α∞ is an equivalence.
Since αR and each prCn preserve sequential colimits and C∞ is generated under sequential
colimits by the images of the λCn, it suffices to check that prCk η

α∞λCn : prCk λ
C
n ⇒ prCk α

R
∞α∞λ

C
n

is an equivalence for all k, n. Note that for each ℓ ≥ k, n we have a commutative diagram of
functors as on the left, and taking colimits then yields the right square by Lemma 2.5.10:

prCk λ
C
n prCk α

R
∞α∞λ

C
n αRk prDk λ

D
ℓ αn prCk λ

C
n prCk α

R
∞α∞λ

C
n

fRk,ℓ pr
C
ℓ λ

C
ℓ fn,ℓ αRk g

R
k,ℓ pr

D
ℓ λ

D
ℓ gn,ℓαn colimℓ≥n,k f

R
k,ℓfn,ℓ colimℓ≥n,k f

R
k,ℓα

R
ℓ αℓfn,ℓ

fRk,ℓfn,ℓ fRk,ℓα
R
ℓ αℓfn,ℓ αRk g

R
k,ℓgn,ℓαn

ηα∞ ηα∞

≃

≃

colimℓ η
αℓ

≃

ηpr
C
ℓ

ηαℓ

≃

ηpr
D
ℓ

2.6 The category of compactly assembled∞-categories

Proposition 2.6.1. 1. A filtered-colimit preserving functor F : C → D between com-
pactly assembled ∞-categories preserves compact morphisms if and only if it commutes
with ȷ̂, more precisely that the natural transformation ȷ̂ ◦ F → Ind(F ) ◦ ȷ̂ makes the
diagram

Ind(C) Ind(D)

C D

Ind(F )

F

ȷ̂ ȷ̂

commute.

2. A colimit-preserving functor F : C → D between presentable ∞-categories, where C
is compactly assembled, preserves strongly compact morphisms if and only if its right
adjoint R commutes with filtered colimits.

Proof. For the first statement, first assume that F preserves compact morphisms. If X =
colimNXn is compactly exhausted, FX = colimN FXn is, too, and we have ȷ̂FX ≃ colim jFXn ≃
Ind(F ) colim jXn ≃ ȷ̂X. So the canonical transformation

ȷ̂ ◦ F → Ind(F ) ◦ ȷ̂

is an equivalence on compactly exhaustible objects, and since both functors commute with
filtered colimits, also general objects. Conversely, if F commutes with ȷ̂, a witness jX → ȷ̂Y
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of compactness of X → Y is taken by Ind(F ) to a morphism jFX → ȷ̂FY witnessing
compactness of FX → FY .

For the second statement, first assume that the right adjoint R preserves filtered colimits.
One may directly check from the definition of strongly compact morphisms that F preserves
strongly compact morphisms. Conversely, assume that F preserves strongly compact mor-
phisms. To check that

colimi∈I RZi → R(colimi∈I Zi)

is an equivalence for any filtered diagram, it suffices to check this after MapC(X,−) for a
strongly compactly exhausted X = colimn∈NXn. But we have

MapC(X, colimi∈I RZi) = MapInd(C)(colimN jXn, colimI jRZi)

= MapInd(C)(colimN jFXn, colimI jZi)

= MapC(FX, colimZi) = MapC(X,R colimZi).

Definition 2.6.2. A left adjoint functor between compactly assembled categories that satis-
fies the equivalent conditions of Proposition 2.6.1 is called compactly assembled. We denote
by PrLca the non-full subcategory of PrL spanned by the compactly assembled categories and
compactly assembled functors.

We note that since each compactly assembled category is ω1-compactly generated, and
compactly assembled functors preserve ω1-compact objects, we find that PrLca is actually a
non-full subcategory of PrLω1

. We have an equivalence

PrLω1
≃ Catrex(ω1)

∞

where the latter is the∞-category of small∞-categories that admit ω1-small (i.e countable)
colimits and functors that preserve them (see [Lur17b, Proposition 5.5.7.8]). The equivalence
is implemented by taking ω1-compact objects and vice versa by taking Indω1 . It follows that
we can think of PrLca also equivalently as some category of small categories. We would like
to make this perspective explicit now.

Definition 2.6.3. A small∞-category is called compactly assembled in the small sense if it
admits countable colimits and every object is a sequential colimit along compact morphisms7.
A functor between such is called compactly assembled in the small sense if it preserves ω1-
small colimits and compact morphisms. We denote the ∞-category of small compactly
assembled ∞-categories by Catca∞.

Proposition 2.6.4. We have an equivalence PrLca ≃ Catca∞.

Proof. If C is compactly assembled, then Cω1 admits countable colimits (this doesn’t use
anything), and all objects in Cω1 can be written as sequential colimit of ω1-compact objects

7Compact here is meant to be checked against all countable filtered colimits
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along compact morphisms by Proposition 2.4.6. So Cω1 is compactly assembled in the small
sense.

Conversely, assume C is ω1-compactly generated and Cω1 is compactly assembled in the
small sense. If X = colimXn is compactly exhausted in Cω1 , then

MapInd(Cω1 )(colimn jXn, Y ) ≃ MapC(colimnXn, kY ).

Indeed, every Y in Ind(Cω1) can be written as ω1-filtered colimit of ω1-compact Y , and both
sides commute with ω1-filtered colimits in Y . So it suffices to check this for Y an ω1-compact
object in Ind(Cω1). These can always be represented as countable filtered diagrams, and the
same argument as used to prove Lemma 2.3.10 proves the above statement in that case. We
thus get a well-defined functor ȷ̂ : Cω1 → Ind(Cω1) taking a compactly exhausted colimXn

to colim jXn, and its Indω1-extension provides a functor C → Ind(Cω1) left adjoint to the
colimit functor.

We will not really use this perspective here, since we believe that in most examples of
compactly assembled categories, such as Shv(X), the presentable ∞-category is the more
natural object to define than its ω1-compact objects. Note that we have a fully faithful
inclusion

i : PrLω ⊆ PrLca

since every compactly generated∞-category is compactly assembled and the morphisms are
the same by Proposition 2.6.1.

Theorem 2.6.5. The category PrLca admits all colimits and the inclusion functor PrLca → PrL

creates colimits.

Proof. Consider a diagram
I → PrLca i 7→ Ci

and take the colimit of the composition I → PrLca → PrL. We denote this colimit by C.
Equivalently, C is the limit of the right adjoint diagram in PrR. To argue that the original
diagram is a colimit in PrLca (i.e. that C is compactly assembled, it is a diagram of compactly
assembled functors, and is an initial such cone), we may equivalently check that the right
adjoint diagram is a limit diagram in the category whose objects are compactly assembled
∞-categories, and whose morphisms are filtered-colimit preserving right adjoint functors.

Since limits and filtered colimits in a limit of categories along such functors are formed
levelwise, the characterisation of compactly assembled categories from Theorem 2.2.15(6) is
obviously stable under limits along such functors.

Proposition 2.6.6. For every regular cardinal κ the functor (−)κ : PrLca → Catrex,idem∞
preserves κ-filtered colimits.

Proof. For uncountable κ, this functor factors as

PrLca ⊂ PrLκ
(−)κ−−→
≃

Catrex(κ)∞ ⊂ Cat∞,
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where the middle equivalence is Lemma 2.5.5. The first functor preserves all colimits, since
in both cases they are computed in PrL, and that the last functor preserves κ-filtered colimits
is shown in [Lur17b, Proposition 5.5.7.11].

The case κ = ω requires a lot more work.8 For ease of notation, we will consider sequential
colimits; the case for general filtered colimits is entirely analogous. So consider a sequential

diagram C1
f1,2−−→ C2

f2,3−−→ C3 → · · · in PrLca. For k ≤ n, we denote by fk,n the composite

Ck → Cn in the given diagram. Its colimit is computed in PrL, i.e. C = lim(· · · → C3
fR2,3−−→

C2
fR1,2−−→ C1) computed in Cat∞. The colimit inclusions λn : Cn → C are by definition left

adjoint to the projections prn : C → Cn.
To see that the canonical comparison functor Φ : colimn Cωn → Cω is fully faithful, note

that we have a commutative triangle
colimn Cωn

(colimn Cn)ω colimn Cω1
n

Φ

Here the vertical functor is fully faithful functors are closed under filtered colimits in Cat,
and the horizontal one is similarly obtained by applying (−)ω to the functor colimn Cn →
colimn Ind(Cω1

n ) ≃ Ind(colimn Cω1
n ), which is fully faithful by Corollary 2.5.12. Thus Φ is fully

faithful by 2-out-of-3.
To see that Φ is essentially surjective, consider the diagram where the horizontal compo-

sitions are all identities and the vertical lines are colimit diagrams:

C1 Ind(Cω1
1 ) C1

C2 Ind(Cω1
2 ) C2

...
...

...

C Ind(colimn Cω1
n ) C

ȷ̂

f1

k

F1 f1

ȷ̂ k

J K

where Fn = Ind(fω−1
n ). Let Λn : Ind(Cω1

n ) → Ind(colimn Cω1
n ) denote the colimit inclusions.

Now suppose that x ∈ Cω. We need to show that x = λny for some y ∈ Cωn . Since J : C →
Ind(colimn Cω1

n ) preserves compacts, we see that Jx lies in colimn Cω1
n , hence Jx = Λnjxn for

some xn ∈ Cω1
n . By commutativity we see that also

x = KJx = KΛnjxn = λnkjxn = λnxn and Jx = Jλnxn = Λnȷ̂xn.

8In the stable setting, there is actually a fairly short proof, using the canonical sequence C ↪→ Ind(Cω1)→
Ind(Calkcont(C)) to reduce to the compactly generated case, see [Efi24, Proposition 1.72]. However, this
crucially uses that in the stable case the above cofiber sequence is also a fiber sequence, which fails in the
unstable case, see Example 3.3.10.
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So we are in the following situation

Cn Ind(Cω1
n ) Cn xn ȷ̂xn −→ jxn xn

C Ind(colimn Cω1
n ) C x Jx x

ȷ̂

λn

k

Λn λn

J K

Ideally we now want to show that the ω1-compact xn is actually already compact, because
then it is exactly the preimage of x we were looking for. However, this will generally only
be true after moving further along the sequential colimit, i.e. after increasing n.

Namely, as indicated in the diagram above, the canonical map ȷ̂xn → jxn in Cω1
n is sent

by Λn : Ind(Cω1
n )→ Ind(colimn Cω1

n ) to the identity on Jx. Recall from Proposition 2.4.6 that
we can write ȷ̂xn = colimk jx

k
n in Ind(Cω1

n ) where each xkn → xk+1
n is a compact map in Cω1

n . In
particular, since Jx = Λnjxn ≃ Λnȷ̂xn = colimk Λnjx

k
n is compact, we see that the identity

on Λnjxn factors through some Λnjx
k
n → Λnjx

k+1
n . Since this happens inside colimn Cω1

n

and is witnessed by a finite amount of data, it already occurs at some finite stage. So after
possibly increasing n, we can assume that the identity on jxn factors through jxkn → jxk+1

n .
By fully faithfulness of j this comes from a factorization of the identity on xn through the
compact map xkn → xk+1

n , so that xn is compact with λnxn = x, as desired.

Example 2.6.7. The functor (−)ω1 : PrLca → Cat∞ does not commute with sequential
colimits. For example, let Cn =

∏n
i=1An. Then colimca

n Cn =
∏

N An has ω1-compact objects
given by

∏
N An

ω1 , which disagrees with colimn

∏n
i=1An

ω1 .

Finally, let us mention the following important structural result, first proved by Maxime
Ramzi:

Theorem 2.6.8 ([Ram, Theorem A]). The ∞-category PrLca is ω1-compactly generated.

2.7 Limits of compactly assembled categories

As a result of the presentability of PrLca we can deduce that it also admits all small limits. But
limits are in fact hard to understand (presentability only gives an abstract existence proof).
The problem is that the functor PrLca → PrL does not preserve limits. Given a diagram
C• : I → PrLca, we at least obtain a canonical comparison functor Φ : limca

I Ci → limI Ci
(living in PrL) from the limit in PrLca to the limit in PrL. Now there are 3 increasingly rarer
situations where this comparison functor can fail to be an equivalence:

1. limI Ci is not even compactly assembled.

2. limI Ci is compactly assembled, but Φ is not strongly continuous.

3. Φ lives in PrLca, but is not an equivalence.
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In general, all three situations can and do occur. We will see in Proposition 2.7.12 that
the last situation can only happen for infinite limits. However, for even the simplest limit
diagrams such as kernels we might find ourselves in the first situation, where the limit is not
even dualizable, see Example 2.7.13.

The idea to understand limits in PrLca is due to Clausen and exhibits PrLca as a right
Bousfield localization of a simpler category. We can then make use of the standard strategy to
compute limits in right Bousfield localizations; include the diagram into the larger category,
take the limit there, and then localize. We begin with some preliminaries to define this larger
category.

Definition 2.7.1.

1. We call a class of morphisms S in an ∞-category C an ideal if for f, g, h composable
in C and g ∈ S, we have fgh ∈ S.

2. For an ideal S, we write SQ for the sub-ideal of those morphisms f : X0 → X1 which
extend over a [0, 1]∩Q-indexed diagram all of whose nonidentity morphisms are in S,
and call SQ the factorizable morphisms in S. If S = SQ we call S factorizable.

3. We call an ideal in a presentable category C accessible if there exists a cardinal κ such
that each morphism in SQ factors over a κ-compact object of C.

4. We call S a precompact ideal if it is accessible, contains the identity on the initial
object, and we have the following pushout condition: Given a diagram F0 ← F1 → F2

of functors [0, 1]∩Q→ C with all positive-length morphisms in S, the pushout F0⨿F1F2

takes 0→ 1 to a morphism in S.9

Observe that compact morphisms in a compactly assembled category form a precompact
ideal (which is factorizable). In analogy with compactly exhaustible objects, we call an
object of Ind(C) S-exhaustible if it can be written as colimit

colimα∈Q jXα

of a Q-indexed diagram where all “positive length” morphisms are in S. In fact, each such
morphism is automatically in SQ, which shows that the notion of an S-exhaustible object
only depends on SQ. Observe also that if S is factorizable, these agree with the objects
that can be written as colimit of N-indexed diagrams where the morphisms are in S. In
particular, if C is compactly assembled and S is the (factorizable) ideal of compact maps,
then S-exhaustible objects are precisely the objects ȷ̂X where X is compactly exhaustible.

Lemma 2.7.2. Let f : X → Y be a morphism of S-exhaustible Ind-objects. Then we can
realize this morphism as a map of Q-indexed diagrams jXα → jYα.

9Of course, this directly implies that all positive-length morphisms lie in S, since the restriction to [a, b]∩Q
is again the same situation.
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Proof. Write X = colimα∈Q jXα and Y = colimβ∈Q jYβ. Then

MapInd(C)(X, Y ) = limα∈Q colimβ∈Q MapC(Xα, Yβ)

= colimk:Q→Q limα∈QMapC(Xα, Yk(α)),

where the last colimit is indexed on the poset of order-preserving maps Q → Q. The
subposet of increasing maps sits cofinally in here, so we can lift the given map f : X → Y to
a natural transformation of Q-indexed diagrams X• ⇒ Yk(•) for some increasing k : Q→ Q.
Reindexing Y• by k (which does not change the colimit Y , we may assume k = id, giving
the desired representation of f .

Lemma 2.7.3. For a precompact ideal S, S-exhaustible objects are closed under countable
colimits.

Proof. In view of the above Lemma, we can apply the same arguments as in 2.3.14.

We can now define the larger category mentioned above which will give us a right bousfield
localization onto PrLca.

Definition 2.7.4. Denote by PrLideal the category whose objects are pairs (C, S) of presentable
categories and precompact ideals, and morphisms (C, S) → (D, T ) are left adjoint functors
F : C → D with F (S) ⊂ T . Denote by

FunLideal((C, S), (D, T )) ⊆ FunL(C,D)

the full subcategory on those left adjoints which send S into T . Moreover, we consider the
fully faithful inclusion

Λ : PrLca → PrLideal, C 7→ (C, SC)

which equips a compactly assembled category C with its precompact ideal of compact mor-
phisms. Note that Λ induces equivalences of mapping categories

Funca(C,D) ≃ FunLideal(ΛC,ΛD).

Theorem 2.7.5 (Clausen). The fully faithful inclusion Λ : PrLca ↪→ PrLideal constructed above
admits a right adjoint

PrLideal → PrLca, (C, S) 7→ (C, S)ca.

We will refer to (C, S)ca as the compactly assembled core of C with respect to S.

Proof. By the local existence criterion for adjunctions, it suffices to fix some (C, S) ∈ PrLideal,
construct a functor ε : (C, S)ca → C which sends the ideal C of compact morphisms in
(C, S)ca into S (i.e. ε : Λ(C, S)ca → (C, S)), and prove that the following composite is an
equivalence for every D ∈ PrLca:

Funca(D, (C, S)ca) Λ−→
≃

FunLideal(ΛD,Λ(C, S)ca)
ε∗−→ FunLideal(ΛD, (C, S)). (⋆)
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We first define (C, S)ca as the full subcategory of Ind(C) generated under colimits by S-
exhaustible objects, and ε : (C, S)ca → C as the restriction of k : Ind(C)→ C.

Note the collection of S-exhaustible objects is small: Since S is accessible, we have a
κ such that every morphism in SQ factors over a κ-compact object of C. Thus every S-
exhaustible object is also a colimit of a sequential diagram of κ-compact objects of C. Since
Cκ is small by presentability, this shows that the collection of S-exhaustible objects is small.
It also shows that the S-exhaustible objects lie in Ind(Cκ) ⊆ Ind(C). Since this inclusion is
closed under colimits this also shows that (C, S)ca ⊆ Ind(Cκ) and so it is a full subcategory
of a presentable∞-category generated by a set of objects under colimits. As a result (C, S)ca
is itself presentable.

Next we claim that (C, S)ca is compactly assembled. To do this, it suffices to prove that
the generators colimQ jXα are compactly exhaustible. Indeed, we claim that for each β ∈ Q,
the canonical map

colimQ<β
jXα → colimQ<β+1

jXα

is compact in (C, S)ca. It lies in (C, S)ca since the posets Q<β are isomorphic to Q (and
so both source and target are themselves S-exhaustible). Moreover, it is compact since it
factors through the compact object jXβ in the ambient category Ind(C), and fully faithful
colimit-preserving functors reflect compact morphisms.

Now we need to prove that ε : (C, S)ca → C takes compact morphisms into S. So let
X → Z be a compact morphism in (C, S)ca. We may factor it into two compact morphisms
X → Y → Z, and write Z = colimi∈I Zi as filtered colimit of S-exhaustible objects, using
that S-exhaustibles are closed under finite colimits by Lemma 2.7.3. Compactness now gives
us factorisations as follows:

X colimα∈Q<β
jZi,α jZi,β

Y Zi = colimα∈Q jZi,α jZi,β+1

Z colimi∈I Zi

∈j(S)

≃

The top rightmost vertical morphism is in (the image of j of) S, and hence is sent by
ε = k|(C,S)ca into S. By the ideal property, we conclude that also the composite ε(X → Z)
lies in S.

Finally, we need to argue that the composite (⋆) is an equivalence. For a functor F :
ΛD → (C, S), the composite Ind(F ) ◦ ȷ̂ : D → Ind(C) preserves compact morphisms, and
we claim that its image lies in (C, S)ca. Indeed, since Ind(F )j ≃ jF and F sends compact
morphisms of D into S, it follows that Ind(F ) ◦ ȷ̂ sends strongly exhaustible objects in D
into S-exhaustible objects in Ind(C). The claim follows from this. This defines a functor Φ :
FunLideal(ΛD, (C, S)) → Funca(D, (C, S)ca) making the right square in the following diagram
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commute:

FunLideal(Λ,D,Λ(C, S)ca) FunLideal(ΛD, (C, S)) FunL(D, C)

Funca(D, (C, S)ca) Funca(D, (C, S)ca) FunL(D, Ind(C))

ε∗ forget

Φ (ȷ̂)∗◦IndΛ

To see that also the left square commutes, consider a compactly assembled F : D → (C, S)ca,
and note that the left-top commposite in the following commutative diagram is precisely
Φ(εΛF ):

Ind(D) Ind((C, S)ca) Ind(C)

D (C, S)ca

Ind(F ) Ind(ε)

ȷ̂

F

ȷ̂

That the other composite is also the identity then follows similarly by considering F : ΛD →
(C, S) and the following commutative diagram:

D Ind(D) D

(C, S)ca Ind(C) C

ȷ̂

ΦF

k

Ind(F ) F

ε

k

Addendum 2.7.6. If all morphism in SQ are strongly compact in C, then ε : (C, S)ca → C
is fully faithful. For example, this happens if C and ε are already compactly assembled.

Proof. In this case we see from Lemma 2.3.1 that for any pair of S-exhaustible objects
in Ind(C), the map induced by k : Ind(C) → C on mapping spaces is an equivalence.
Since S-exhaustibles are ω1-compact generators and closed under countable colimits, we see
that ((C, S)ca)ω1 is exactly the full subcategory on S-exhaustible objects. It follows that
((C, S)ca)ω1 → C is fully faithful, and since it lands in Cω1 , the claim follows from the fact
that (C, S)ca is compactly ω1-compactly generated.

For the final remark, suppose that C and ε are compactly assembled. Given a map
f : X → Y in SQ, by definition we can extend it to an [0, 1] ∩ Q-indexed diagram Xα with
X0 = X and X1 = Y . Now note that in Ind(C) we have a factorization of jf as follows:

colimα<1/2 jXα colimα<1 jXα

jX0 jX1jf

60



Note that the top map is a compact map between S-exhaustible object, hence is sent by to
a compact map by k (recall that ε is just the restriction of k). So upon applying k, this
proves that f factors through a compact map, hence is itself compact, as desired.

Addendum 2.7.7. If C is already compactly assembled and SQ contains all compact mor-
phisms in C, then (C, S)ca → C also admits a left adjoint and is a (left and right) Bousfield
localization.

Proof. If every compact map lies in S, then ȷ̂X is S-exhaustible for any X ∈ C. Since ȷ̂
is even left adjoint to k : Ind(C) → C, it is left adjoint to (C, S)ca → C. So (C, S)ca → C
admits a fully faithful left adjoint. It also admits a right adjoint, which is then also fully
faithful.

Observe that the situation of Addendum 2.7.7 applies in particular to the class S of
all morphisms which factor over an ω1-compact object. In that case, (C, S)ca agrees with
Ind(Cω1), the functor to C is the colimit functor, and the fully faithful adjoints are our ȷ̂ and
j. One may think of Addendum 2.7.7 as describing a smaller version of this situation.

Lemma 2.7.8. The functor (C, S)ca → C is an equivalence if and only if C is compactly
assembled and SQ consists precisely of all compact morphisms in C.

Proof. If the two classes of morphisms agree and C is compactly assembled, (C, S)ca → C
is fully faithful and essentially surjective since S-exhaustibles and compactly exhaustibles
agree. Conversely, denote the two classes of morphisms by C and SQ, and assume that
(C, S)ca → C is an equivalence. Then C is compactly assembled, since (C, S)ca is. Also,
compact morphisms are taken into S, and so C ⊆ S, and since compact morphisms can be
factored, also C ⊆ SQ.

This shows that every compactly exhaustible object is also S-exhaustible. So ȷ̂ : C →
Ind(C) takes values in (C, S)ca. As it is left adjoint to the colimit functor, which is an
equivalence by assumption, we get that ȷ̂ is the inverse equivalence. For a diagram Xα with
α ∈ Q and all nonidentity morphisms in S, we have

colimα∈Q jXα ∈ (C, S)ca,

and this is taken to colimXα in C by the colimit functor. Applying the inverse equivalence,
we learn

ȷ̂ colimXα ≃ colim jXα

for any Q-indexed diagram with nonidentity morphisms in S. Now let X0 → X1 be an
arbitrary morphism from SQ, and Xα with α ∈ [0, 1] ∩ Q an extension to a diagram with
nonidentity morphisms in S. In Ind(C), we have that jX0 → jX1 factors over

colimα<1 jXα ≃ ȷ̂ colimα<1Xα,

which shows that X0 → X1 is compact, finishing the proof.
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Remark 2.7.9. Given a functor F : (C, S) → (D, T ) in PrLideal, the right adjoint (F ca)R of
F ca : (C, S)ca → (D, T )ca is in general given by the composition

(D, T )ca ⊆ Ind(D) Ind(FR)−−−−→ Ind(C)→ (C, S)ca

where the last map is right adjoint to the inclusion (which exists by the adjoint functor
theorem). In the case that FR also sends T into S, we see that (F ca)R is actually just the
restriction of Ind(FR) = Ind(F )R.

Now to compute limits in PrLca, we can employ the usual strategy for right bousfield
localizations; given any diagram C• : I → PrLca, we see that limca

i Ci = (limi ΛCi)ca. For this
to be useful, we need to understand limits in PrLideal.

Proposition 2.7.10. Let (C•, S•) : I → PrLideal be a diagram in PrLideal. Its limit is computed
”pointwise”, concretely given by (C, S), where C = limi Ci is computed in PrL and

S = {f : c→ c′ | pi(f) ∈ Si for all i}

forms a precompact ideal in the C.

Proof. We first check that S forms a precompact ideal in C. The ideal condition is clear.
Since colimits in limi Ci are also computed pointwise, we can check the pushout condition
pointwise. For the accessibility condition, we need to show that there exists κ such that
for any diagram X : [0, 1] ∩ Q → limL Ci where all pi(Xα → Xα′ for α < α′ are compact,
X0 → X1 factors through κ-compact Y .

We take Y = colimα<1Xα. As mentioned above, this colimit is formed pointwise. Since
a sequential colimit along compact maps is ω1-compact, all pi(Y ) are ω1-compact. The
pointwise ω1-compact objects are contained in the κ-compact objects of limi Ci for some κ
depending only on the diagram, finishing the proof that S is a precompact ideal.

By construction, the limit cone in PrL now lifts to a cone const(C, S)⇒ (C•, S•) in PrLideal,
which induces a commutative diagram

FunLideal((D, T ), (C, S)) FunL(D, C)

limi Fun
L
ideal((D, T ), (C•, S•)) limi Fun

L(D, Ci)

≃

So the left vertical functor is automatically fully faithful, and easily seen to be essentially
surjective by construction of S.

Corollary 2.7.11. Given a diagram C• : I → PrLca, its limit is given by

limca Ci = (limideal
i (Ci, Si))ca = (limi Ci, S)ca.

where Si denotes the precompact ideal of compact morphisms in Ci, and S is as in Proposition
2.7.10.
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Note that this in particular shows that limca Ci is a full subcategory of Ind(lim Ci). This
will be important later on.

Proposition 2.7.12. The forgetful functor PrLca → PrL reflects finite limits, and creates
finite products. In particular, PrLca is also semiadditive.

Proof. Clearly ∗ is terminal in both PrL and PrLca, so it remains to check reflection of pullbacks
and creation of binary products.

1. Consider a square in PrLca
A B

C D

F

G g

f

and suppose that it is a pullback in PrL. By the formula for limits it will suffices to
show that the ”limit precompact ideal” in A coincides with the compact morphisms in
A, i.e. that a morphism ϕ : a→ a′ in A is compact if and only if Fϕ and Gϕ (and fGϕ)
are compact. Since the square is in PrLca, the ”only if” direction is clear. Conversely,
suppose Fϕ and Gϕ and hence fGϕ = gFϕ are compact. Given a map to a filtered
colimit a′ → colimj Aj, we find factorizations of F (a→ colimj Aj) through F (Ak) and
G(a → colimj Aj) through G(Aℓ). Since J is filtered, there is some m ∈ J with maps
k, ℓ → m. This shows that the projection of a → colimj Aj to each of the categories
factors through the m-th stage, hence also does so already in A since mapping spaces
in limits of categories are computes as limits of the mapping spaces.

2. Consider C,D ∈ PrLca and let C ×D be the usual product taken in PrL. Then C ×D is
compactly assembled, and compact morphisms in C ×D are precisely pairs of compact
morphisms. Hence also the projections are compactly assembled, i.e. we get a cone in
PrLca which is a limit cone in PrL, so the previous point shows it is also a limit cone in
PrLca.

However, the creation of finite limits fails rather drastically in general:

Example 2.7.13 ([Efi24, Example 3.11]). Let k be a field and consider the morphism
k[x, y]→ k[x±1] sending x 7→ x and y 7→ 0. The basechange

k[x±1]⊗k[x,y] − : D(k[x, y])→ D(k[x±1])

is a strongly left adjoint functor between compactly generated categories, however Efimov
showed that its kernel (computed in PrL) is not even dualizable!

Nevertheless, in good cases we can compute pullbacks of compactly assembled categories
in PrL.
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Proposition 2.7.14. Consider a cospan in PrLca

C

D E

p

q

If p is a left Bousfield localization, then the pullback square computed in PrL lies inside PrLca
and is also a pullback there. Moreover, the induced map C ×E D → D is also a left Bousfield
localization.

Proof. Denote the fully faithful right adjoint of p by pR : E ⊆ E , and consider the pullback
C ×E D in PrL. This can be explicitly described as the ∞-category of pairs of an object
d ∈ D together with a morphism c→ pRq(d) in C which is inverted by p. One easily checks
that the right adjoint to the projection prD : C ×E D → D is given by sending d ∈ D to the
pair (pRqd, d) ∈ C ×E D (with the identity morphism on pRqd). This right adjoint is clearly
fully faithful, so the functor prD is also a Bousfield localization. Note that so far we have
not used that either the categories or the functors are compactly assembled.

Since the forgetful PrLca → PrL reflects pullbacks by Proposition 2.7.12, it now suffices to
check that C ×E D and the projections prC, prD are compactly assembled. To this end, note
that we have a fully faithful inclusion into the lax pullback

i : C ×E D ⊆ C
−→×ED

This is the∞-category of all triples (c, d, q(d)→ p(c)) consisting of objects d ∈ D, c ∈ C and
a map q(d)→ p(c). The image of the inclusion consist of those object where the map is an
equivalence. Now the inclusion i admits a right adjoint

iR : C−→×ED → C ×E D, (c, d, q(d)→ p(c)) 7→ (c×p(c) q(d), d).

Since C is compactly assembled, filtered colimits in it are exact, and we see that iR preserves
filtered colimits. Because of this, to prove that C ×E D is compactly assembled, it then
suffices to check that C−→×ED is compactly assembled. Using a retract we can reduce to the
case that all three categories are compactly generated. But then it is easy to see that the
lax arrow category is also compactly generated.

Finally, we check that prC and prD are compactly assembled, so that the entire pullback
square lies in PrLca. But this is immediate from the fact that they factor through the com-
pactly assembled inclusion C ×E D ⊆ C

−→×ED → C, and that a morphism in the lax pullback
is compact if and only if it is pointwise so, which is easy to check.

An example of the second situation mentioned in the introduction, where the limit com-
puted in PrL lives in PrLca, but the comparison map does not, is that of infinite products:

Example 2.7.15. For infinite products the map∏ca
Ci →

∏
Ci
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is not an equivalence in general, even though the target is compactly assembled, since it is
also the coproduct in PrL and therefore also in PrLca. We claim that the compact morphisms
in
∏
Ci are given by those morphisms which are levelwise compact and finitely supported,

that is given by a morphism X → ∅ → Y almost everywhere. To see this we test against
levelwise colimits and the colimit

(Y0, ∅, ∅, ∅, ...)→ (Y0, Y1, ∅, ∅, ...)→ (Y0, Y1, Y2, ∅, ...) .

There are in general certainly a lot of levelwise compact maps, which are not finitely sup-
ported. Thus we are in the situation of Addendum 2.7.7 and we see that the functor∏ca Ci →

∏
Ci is a left and right Bousfield localization. The class of levelwise compact

morphisms is also factorizable, thus by Lemma 2.7.8 we see that the map∏ca
Ci →

∏
Ci

is an equivalence precisely if every levelwise compact morphism is already compact. This is
only the case if the product is finite (i.e. almost all of the Ci are given by the point).

In fact, this distinction may be more clear when working with compactly generated cat-
egories. For Di ∈ Catrex,idem∞ , taking the product of Ind(Di) in PrLideal gives (

∏
i Ind(Di), S)

where S consists precisely of those morphisms factoring through
∏

iDi ⊆
∏

i Ind(Di). There-
fore

∏ca
i Ind(Di) = Ind(

∏
iDi), and the comparison functor is an Ind-extension of

∏
i j:

Ind(
∏

iDi)
∏

i Ind(Di)

∏
iDi

Φ

j ∏
i j

In particular, we have (
∏ca

i Ind(Di))ω =
∏

iDi whereas (
∏

i Ind(Di))ω =
⊕

iDi.

We have shown the following:

Lemma 2.7.16. The functor Ind : Catrex,idem∞ ≃ PrLω ⊆ PrLca preserves products.

Finally we give an example of the last situation, where the comparison functor from the
compactly assembled limit to the usual limit lives in PrLca, but is not an equivalence.

Example 2.7.17. We compute the limit of

. . .→ D(Z/pn)→ D(Z/pn−1)→ . . .

in PrLca which is called the ∞-category of nuclear modules over the analytic ring Zp and

denoted Ñuc(Zp). 10

10There is a slight difference to the original nuclear category of Clausen-Scholze, which is why we include
the tilde in the notation. We will explain this subtlety later.
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In PrL, the limit is D(Z)∧p , the category of p-complete derived abelian groups (an object

X ∈ D(Z) is p-complete if X ≃ limNX/p
n. Equivalently, if lim(. . . X

p−→ X . . .) ≃ 0). Note
that this category is compactly generated: Shifts of Z/p are compact, and generate, since if
Map(Z/p[n], X) = 0 for all n, p : X → X is an equivalence, but under completeness, this
means X = 0. Also, the right adjoint functors D(Z/pn) → D(Z)∧p are just restriction, and
so commute with filtered colimits (since anything hit by restriction is already p-complete).
So the limit cone is in PrLca.

However, D(Z)∧p is not the limit in PrLca (universality fails). Instead, the limit is given
by (D(Z)∧p , S)ca, where S is the class of morphisms X → Y such that all X/pn → Y/pn are
compact (over Z/pn).

This S contains identities on compact objects in D(Z)∧p (such as Z/pn), but it also
contains the identity on Zp. So jZp is among the S-exhaustibles. We also have more
surprising nontrivial objects in limcaD(Z/pn), for example the colimit

Qp = colim(jZp
p−→ jZp

p−→ . . .)

Note that in this case, we do actually have that

limcaD(Z/pn)→ limLD(Z/pn)

is a Bousfield localization, related to the fact that the original limit cone was already in PrLca.
This localization for example kills Qp.

Finally, we want to mention an application of the notion of precompact ideals and the
compactly assembled core functor which will be useful later on:

Proposition 2.7.18. Let X be a locally compact Hausdorff space, and let M denote the
compact maps in Shv(X) in the image of j : Open(X) ⊆ Shv(X). Concretely, we have

M = {U → V | U ⊆ K ⊆ V for some compact K}

by Lemma 2.2.8. Then:

1. The compact maps in Open(X) generate the compact maps in Shv(X) as a precompact
ideal. In other words, the ideal of compact maps in Shv(X) is the smallest precompact
ideal containing M .

2. If C is compactly assembled, then a left-adjoint functor F : Shv(X) → C is compactly
assembled if and only if it sends the maps in M to compact maps in C.

To prove this, we will need the following Lemma:

Lemma 2.7.19. Let F : C → D be a functor and (fi)i a small collection of morphisms in
C. Let ⟨fi⟩ideal respectively ⟨fi⟩p−ideal denote the ideal respectively precompact ideal generated
by the fi, i.e. the smallest one containing all the fi. Then:

1. F (⟨fi⟩ideal) ⊆ ⟨Ffi⟩ideal
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2. If F preserves finite colimits, then F (⟨fi⟩p−ideal) ⊆ ⟨Ffi⟩p−ideal.

Proof. The first claim is easy and is left as an exercise to the reader. For the second, we
build ⟨fi⟩p−ideal via transfinite induction. Let S0 = {id∅} ∪ ⟨fi⟩ideal. Given a limit ordinal λ,
if we have defined Sα for α < λ, we let Sλ =

⋃
α<λ Sα. Given Sα, defined Sα+1 as follows: Let

M be the collection of all positive-length morphisms of F0 ⨿F1 F2 for all possible diagrams
F0 ← F1 → F2 of functors [0, 1] ∩ Q → C that send all positive-length morphisms into Sα.
Then let Sα+1 = ⟨Sα ∪M⟩ideal.

We now have ⟨fi⟩p−ideal = Sω1 since all choices of F0, F1, F2 land in some stage α < ω1.
Moreover, it is clear by transfinite induction that F (Sα) ⊆ ⟨Ffi⟩p−ideal for each α.

Proof of Proposition 2.7.18. By the above Lemma, it remains to see the first point. Since
each map in M is compact in Shv(X), one inclusion is clear. For the other, consider the
fully faithful inclusions

Shv(X)
ȷ̂−→ Ind(Shv(X)) and C := (Shv(X), ⟨M⟩p−ideal)

ca ⊆ Ind(Shv(X)).

By definition C is the full subcategory generated under colimits by ⟨M⟩p−ideal-exhaustible
Ind-objects. Now Shv(X) itself is generated under colimits by the representables U for
U =

⋃
n Un compactly exhausted, so Un ⊆ Un+1 is a compact map in Open(X) for each n.

But then Un → Un+1 lies in M , hence ȷ̂(U) ∈ C. Thus ȷ̂(Shv(X)) ⊆ C, and we obtain a
commutative diagram

Shv(X) Ind(Shv(X)) Shv(X)

(Shv(X), ⟨M⟩p−ideal)
ca

ȷ̂

i

k

ε

Since i is compactly assembled and ε sends compact maps into ⟨M⟩p−ideal, we see that all
compact maps in Shv(X) lie in ⟨M⟩p−ideal, as desired.

2.8 Tensor product on PrL

As promised in the introduction, compactly assembled categories admit a further charac-
terization as dualizable categories, with respect to a symmetric-monoidal structure on PrL.
The correct generality for this is in the stable setting, where the examples we care about
take place. In this section, we want to discuss the required tensor product on PrL and the
notion of stable ∞-categories. This tensor product is due to Lurie [Lur17a] and generally
all results in this section are due to him.

Definition 2.8.1. For C,D, E ∈ PrL write FunbiL(C × D, E) for the full subcategory of the
functor category consisting of all functors which are colimit-preserving in both variables
separately.
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Definition 2.8.2. The tensor product of two presentable∞-categories C,D is a presentable
∞-category C ⊗ D together with a functor

C × D → C ⊗D

preserving colimits in each variable separately, such that precomposition induces an equiva-
lence

FunL(C ⊗ D, E) ≃−→ FunbiL(C × D, E)
for each presentable E .

As usual, the universal property makes this essentially unique once it exists. We will see
shortly that this is the case. Note also that

FunL(C ⊗ D, E) ≃ FunbiL(C × D, E) ≃ FunL(C,FunL(D, E)),

so that the tensor product exhibits FunL as corresponding internal Hom. Since FunL(An, C) ≃
C, we see that An is the neutral element.

Example 2.8.3. If C = Fun(Cop0 ,An) and D = Fun(Dop
0 ,An), then

FunbiL(C × D, E) = FunL(C,FunL(D, E)) = Fun(C0,Fun(D0, E)) = Fun(C0 ×D0, E),

which agrees with FunL(Fun((C0 ×D0)
op,An), E). So we see that

C ⊗ D = Fun((C0 ×D0)
op,An).

Example 2.8.4. Given a left Bousfield localization C → C ′ we can identify C ′ ⊆ C as the
full subcategory on the WC-local objects, where WC is some small set of morphisms in C.
Doing the same for D → D′, we claim that the induced functor

C ⊗ D → C ′ ⊗D′

is also a left Bousfield localization, where C ′ ⊗ D′ can explicitly be described as the full
subcategory on the object local with respect to WC⊗Dκ∪Cκ⊗WD, where κ is large enough
so that C and D are κ-compactly generated. Indeed, we have

FunL(C ′ ⊗D′, E) = FunbiL(C ′ ×D′, E)
= FunbiL,WC⊗D−loc(C × D, E)
= FunL,WC⊗D−loc(C ⊗ D, E).

Since we have seen that every presentable ∞-category can be written as Bousfield lo-
calization of Fun(Cop0 ,An), these two examples combine to give existence of tensor products
generally. In fact, we can provide a more useful formula:

Lemma 2.8.5. Let C,D, E ∈ PrL and L : C → D be a left adjoint. Then we have an
equivalence C ⊗ E ≃ Funlim(Cop, E). Moreover, under this equivalence the functor L ⊗ E :
C ⊗ E → D ⊗ E is identified with the left adjoint to the functor (Lop)∗ : Funlim(Dop, E) →
Funlim(Cop, E).
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Proof. Writing C and E as left Bousfield localizations of Fun(Cop0 ,An) and Fun(Eop0 ,An) with
respect to some generating equivalences, we have

Funlim(Cop, E) ⊆ Funlim(Fun(Eop0 ,An)op, E)
= Fun(Cop0 , E)
⊆ Fun(Cop0 ,Fun(E

op
0 ,An))

= Fun((C0 × E0)op,An) = Fun(Cop0 ,An)⊗ Fun(Eop0 ,An),

where both inclusions are characterized by locality conditions. Tracing these through to
the last term, one sees that Funlim(Cop, E) agrees with the full subcategory of Fun((C0 ×
E0)op,An) = PShv(C0)⊗ PShv(E0) on local objects, i.e. agrees with the left Bousfield local-
ization C ⊗ E as identified in the above example.

Note also that the above proves that C ⊗Fun(A,An) ≃ Fun(A, C) for any small category
A. Now the second claim is clear for the unit E = An, from the fact that left Kan extension
preserves representable functors. The case E = Fun(Eop0 ,An) then follows from the identi-
fication we just mentioned, and the general case by a similar argument as above using the
inclusion C ⊗ E ⊆ C ⊗ Fun(Eop0 ,An).

Proposition 2.8.6. For topological spaces X and Y we have Shv(X)⊗ Shv(Y ) ≃ Shv(X ×
Y ).

Proof. Shv(X) arises as Bousfield localization of PShv(X) = Fun(Open(X)op,An), analo-
gously for Y . So Shv(X)⊗ Shv(Y ) arises as Bousfield localization of

Fun((Open(X)×Open(Y ))op,An).

The locality condition is precisely descent in each variable. Since “boxes” U × V provide a
basis of the topology of X×Y , and the coordinatewise descent condition generates the same
Grothendieck topology, this agrees with Shv(X × Y ).

Proposition 2.8.7. For C ∈ PrL, we have an equivalence Shv(X; C) ≃ Shv(X; An) ⊗ C,
which is compatible with the restriction functoriality of sheaves in that for all continuous
maps f : X → Y we have commutative squares:

Shv(Y ; C) Shv(X; C)

Shv(Y )⊗ C Shv(X)⊗ C

f∗C

≃

f∗An⊗C

≃

Proof. Using Lemma 2.8.5 we will identify

Shv(X)⊗ C = Funlim(Shv(X)op, C).
We now obtain a commutative diagram with vertical full subcategories

Funlim(Shv(X)op, C) Shv(X; C)

Funlim(PShv(X)op, C) Fun(Open(X)op, C)

(((−)shv)op)∗

(jop)∗
≃
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and it is not hard to verify that these full subcategories are identified under this equivalence.
Now let f : X → Y be a continuous map. Recall that one defines the pushforward fC

∗ :
Shv(X; C) → Shv(Y ; C) by simply precomposing with (f−1)op : Open(Y )op → Open(X)op.
This preserves limits, hence admits a left adjoint f ∗

C by the adjoint functor theorem. To
check commutativity of the square in the statement, we may replace f ∗

C respectively f ∗ ⊗ C
by their right adjoints fC

∗ respectively precomposition with (f ∗
An)

op (by Lemma 2.8.5), giving
the left rectangle:

Shv(Y ; C) Shv(X; C)

Funshv(Open(Y )op, C) Funshv(Open(X)op, C) Open(Y ) Open(X)

Funlim(Shv(Y )op, C) Funlim(Shv(X), C) Shv(Y ) Shv(X)

fC∗

((f−1)op)∗ f−1

j j(jop)∗ ≃ (jop)∗≃

((f∗An)
op)∗ f∗An

Now f ∗
An is given by left Kan extension along (f−1)op followed by sheafification. However, left

Kan extension preserves representables and representables are sheaves, so the right square
and hence also the left rectangle commute, as desired.

Example 2.8.8. Set is a left Bousfield localization of An at the classW of π0-isomorphisms.
This exhibits Set ⊗ Set as localization of An ⊗ An ≃ An, and inspection shows that it is
again at the same class of morphisms, so Set⊗ Set ≃ Set. Consequently,

Shv(X; Set)⊗ Shv(Y ; Set) = Shv(X)⊗ Set⊗ Shv(Y )⊗ Set = Shv(X × Y ; Set).

Lemma 2.8.9. Writing An∗ for the category of pointed objects An∗/, we have

An∗ ⊗ C = C∗,

the category of pointed objects in C (slice under the terminal object). In particular, An∗ ⊗
An∗ ≃ An∗.

Proof. We may write An∗ as Bousfield localization of An∆1

, consisting of the full subcat-
egory of An∆1

on all arrows whose first entry is ∗. (The left adjoint An∆1 → An∗ takes
A → X to X/A). This exhibits Funlim((An∗)

op, C) as full subcategory of Fun(∆1, C) with
objects characterized by some locality condition. Unwrapping things, we exactly find the
full subcategory of arrows where the first entry is ∗, i.e. C∗.

Definition 2.8.10. An ∞-category C is called stable if it has finite limits and colimits, a
zero object, and a square

A B

C D

is a pullback diagram if and only if it is a pushout diagram.
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For example, this holds in derived categories such as D(Z). Conversely, stable ∞-
categories behave a lot like derived (or triangulated) categories; they are additive, we can
write pullbacks as fibers, etc. It can be seen that the condition on squares is equivalent to
the suspension (or shift) functor Σ : C → C being an equivalence, where ΣX is defined by
the pushout

X 0

0 ΣX.

A kind of universal example (in presentable stable categories) is therefore given as follows:

Definition 2.8.11. The category of spectra Sp is defined as the following colimit in PrL

colim(An∗
Σ−→ An∗

Σ−→ An∗ → · · · ).

Note that this colimit can be computed as limit in PrR of the right adjoint functors

lim(· · · → An∗
Ω−→ An∗

Ω−→ An∗),

so explicitly a spectrum consists of a sequence of pointed anima Xn with equivalences Xn ≃
ΩXn+1.

Lemma 2.8.12.

1. The canonical map An → Sp induces an equivalence Sp ≃ Sp⊗ Sp. The inverse
equivalence makes Sp into a commutative algebra in PrL.

2. A presentable category C is stable if and only if the canonical map

C → Sp⊗C

is an equivalence. This makes C into a module over Sp in PrL (with symmetric-
monoidal structure given by ⊗).

Proof. Note that

Sp⊗C ≃ colim(An∗
Σ−→ · · · )⊗ C ≃ colim(C∗

Σ−→ · · · ).

If C is stable, we have C∗ ≃ C, and Σ is an equivalence, so in that case the colimit is just
C again. Conversely, Sp⊗C is stable, since the suspension functor on it can be written as
Σ⊗ idC, but Σ : Sp→ Sp is an equivalence.

Definition 2.8.13. We denote the full subcategory of PrL on the stable presentable cate-
gories by PrLst.
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By the above, these are exactly the modules over the idempotent algebra Sp. In partic-
ular, PrLst inherits a symmetric monoidal structure from PrL, with the same tensor product
and unit Sp.

Note that if C is stable, then Cκ is also stable: The κ-compact objects are always closed
under κ-small colimits. In a stable category, they are also closed under finite limits, for which
it suffices to check fiber sequences. But these agree with cofiber sequences, so by rotating
the sequence one concludes. Conversely, if C is small stable, Indκ(C) is stable.

Examples of presentable stable∞-categories include derived categories of rings. We may
also think of Sp in such a way: Since Sp⊗ Sp ≃ Sp, Sp is an idempotent algebra object
in PrL. This gives Sp a symmetric-monoidal structure, whose unit is the sphere spectrum
S ∈ Sp. Explicitly, it is the image of S0 under the canonical left adjoint An∗ → Sp. Since
every object in a symmetric-monoidal category is canonically a module over the unit, we
have Sp ≃ Mod(S).

One can prove that Sp is the free presentable stable category on one generator, which
concretely means that evaluating at S induces an equivalence

FunL(Sp, C) ≃−→ C

for any C ∈ PrLst. In other words, giving a left adjoint functor Sp→ C is the same as picking
an object of c ∈ C; the functor then sends X 7→ X ⊗ c, using the module structure of C over
Sp in PrL.

For a ring R, the unit R[0] ∈ D(R) induces a symmetric monoidal left adjoint Sp→ D(R),
whose right adjoint takes R[0] to an algebra object in Sp, known as Eilenberg-MacLane
spectrum HR. In fact, this right adjoint induces an equivalence D(R) ≃ ModSp(HR).

Example 2.8.14. For commutative ring spectraR, S, one has Mod(R)⊗Mod(S) ≃ Mod(R⊗S
S). In particular, for ordinary rings R, S, we have D(R)⊗D(S) ≃ Mod(HR⊗S HS).

The tensor product of two Eilenberg-MacLane spectra is rarely itself an Eilenberg-
MacLane spectrum (except in the rational case). So even if we only start with “ordinary
derived categories”, the tensor product in PrL leads us to more general ∞-categories. How-
ever, the functor CRing → CAlg(Sp) taking an ordinary ring R to the Eilenberg-MacLane
spectrum HR is fully faithful (Eilenberg-MacLane spectra are in a sense discrete), and so
we will sometimes drop the H and view ordinary rings as ring spectra, i.e. as algebras over
S.

Definition 2.8.15. If C is a commutative algebra in PrL, and D, E are modules over it, the
relative tensor product is defined as the geometric realization

D ⊗C E = colim( D ⊗ E D ⊗ C ⊗ E D ⊗ C ⊗ C ⊗ E . . . )

Lemma 2.8.16. For ordinary rings R, S, we have

D(R)⊗D(Z) D(S) = ModD(Z)(R⊗LZ S),

in particular, if R, S are Tor-independent, this simplifies to D(R⊗Z S).
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Note that D(Z), as opposed to Sp, is not idempotent in PrL, as D(Z) ⊗ D(Z) ≃
Mod(HZ ⊗S HZ), but HZ ⊗S HZ is very different from HZ! So the D(Z)-linear tensor
product almost always differs from the underlying tensor product, and D(Z)-linearity is
really additionally structure on a category, as opposed to stability.
D(Z)-linear categories often arise from so-called dg-categories, which are a version of

higher categories enriched in chain complexes rather than anima. Let us explain this enriched
perspective a bit. For an algebra C in PrL, the unit An→ C has a right adjoint U : C → An
that is lax symmetric monoidal.

Proposition 2.8.17. For a C-module D in PrL there is an extension

C
U
��

Dop ×D
MapD

//

MapCD

66

An

(2.2)

characterised by the universal property that

MapC(C,MapC
D(A,B)) ≃ MapD(C ⊗ A,B).

for C ∈ C and A,B ∈ D.

Proof. We define a functor

Dop ×D → Fun(Cop,An), (A,B) 7→ (C 7→ MapD(C ⊗ A,B))

and note that in fact it lands in Funlim(Cop,An) ≃ C. This defines the desired functor with
the universal property. The commutativity of the triangle 2.2 follows since the functor U is
given by evaluation at the tensor unit of C under the equivalence Funlim(Cop,An) ≃ C.

One can in fact also lift the composition of maps

MapC(b, c)×MapC(a, b)→ MapC(a, c)

to maps
MapC

D(b, c)⊗MapC
D(a, b)→ MapC

D(a, c) .

Details left for the reader, also see [GH15] for a highly coherent statement in the sense of
enriched categories.

In the case that C = Sp we get mapping spectra, and for simplicity we write mapC(A,B)
for MapSp

C (A,B). In fact, for any small stable ∞-category C we get a mapping spectrum
functor

mapC : Cop × C → Sp,

for example by restricting the mapping spectrum functor from Ind(C).
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2.9 Dualizable stable ∞-categories

In this section we would like to analyse when objects in PrLst are dualizable. These will exactly
be the compactly assembled stable ∞-categories. Recall that an object X in a symmetric
monoidal ∞-category category C is called dualizable if there exists another object C∨ and
maps

ev : X∨ ⊗X → 1 coev : 1→ X ⊗X∨

such that the compositions

X
coev⊗id−−−−→ X ⊗X∨ ⊗X id⊗ev−−−→ X

X∨ id⊗coev−−−−→ X∨ ⊗X ⊗X∨ ev⊗id−−−→ X∨

are both homotopic to the identity. These are often called “zig-zag identities”, “triangle
identities” or “snake identities”. We denote the full subcategory on the dualizable objects
by Cdbl. This might look familiar to the identities for unit and counit of an adjunction. And
indeed, it is not hard to verify that ev and coev induce natural transformations exhibiting
X ⊗ − : C → C as both left and right adjoint (since C is symmetric monoidal) to X∨ ⊗ −.
Beware that the converse generally fails, i.e. one can have (X ⊗ −) ⊣ (Y ⊗ −) without X
and Y being duals.

Recall that C is closed symmetric monoidal if it admits an internal hom object

[−,−] = HomC : Cop × C → C

such that we have tensor-hom adjunctions, i.e. equivalences

MapC(X ⊗ Y, Z) ≃ MapC(X, [Y, Z])

natural in X, Y, Z ∈ C. The canonical example of our interest is PrL which admits the
internal homs FunL.

Lemma 2.9.1. Suppose that C is a closed symmetric monoidal category. For X ∈ C the
following are equivalent:

1. X is dualizable.

2. There exists a map c : 1→ X ⊗ [X,1] such that the following diagram commutes

X ⊗ [X,1]⊗X

X X

X⊗ε1c⊗X

Here ε1 : [X,1]⊗X → 1 is the counit of the adjunction −⊗X ⊣ [X,−] at 1.

3. For every Y ∈ C, the canonical map [X,1]⊗ Y → [X, Y ] is an equivalence. This map

is adjoint to [X,1]⊗X ⊗ Y ε1⊗Y−−−→ Y .

74



In particular, if X is dualizable, then necessarily X∨ = [X,1] with evaluation ev = ε1.

Proof. Clearly (1) implies (2). For the converse, we have to prove the remaining triangle
identity. Using the adjunction − ⊗ X ⊣ [X,−], this is equivalent to the commutativity of
the following square, which follows from the given triangle identity:

[X,1]⊗X [X,1]⊗X ⊗ [X,1]⊗X

1 [X,1]⊗X

[X,1]⊗c⊗X

ε1 [X,1]⊗X⊗ε1

ε1

For the last point let ϕY : [X,1]⊗ Y → [X, Y ] denote the map mentioned in the statement.
One has a natural commutative diagram

C(Z, [X,1]⊗ Y ) C(X ⊗ Z,X ⊗ [X,1]⊗ Y ) C(X ⊗ Z, Y )

C(Z, [X, Y ]) C(X ⊗ Z,X ⊗ [X, Y ]) C(X ⊗ Z, Y )

X⊗−

(ϕY )∗

(ε1⊗Y )∗

(X⊗ϕY )∗

X⊗− (εY )∗

The bottom composite is always an equivalence by the adjunction X ⊗ − ⊣ [X,−]. Given
(2), the top composite admits an inverse by the triangle identities, hence ϕ is an equivalence.
Conversely, if ϕ is an equivalence, then also the top composite is one. Setting Y = X and
Z = 1 one sees that c : X → X⊗ [X,1] ≃ [X,1]⊗X satisfies the triangle identity in (2).

In particular, if C ∈ PrLst is dualizable, then its dual must be FunL(C, Sp).

Theorem 2.9.2 (Lurie). If C is stable and presentable, then C is dualizable in PrLst if and
only if it is compactly assembled.

Before we give the proof of this theorem we note the following specialisation of Theorem
2.2.15. If C is stable, then the following conditions on C are equivalent:

1. C is compactly assembled.

2. C is generated under colimits by weakly (strongly) compactly exhaustible objects.

3. The colimit functor k : Ind(C)→ C admits a left adjoint.

4. The colimit functor Ind(Cω1)→ C admits a fully faithful left adjoint.

5. C is a retract in PrLst of a compactly generated, stable ∞-category.

6. Filtered colimits in C distribute over small products, i.e. for filtered I we have∏
K

colimI F ≃ colimKI

∏
K

F.
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The slight changes follow since in stable ∞-categories colimits are automatically exact
and since Ind of a stable ∞-category is also stable.

Remark 2.9.3. In particular, we see that if C ∈ PrL is compactly assembled, then Sp(C) =
C ⊗Sp is dualizable. However, note that the converse fails: Set is even compactly generated,
but Sp(Set) = 0 because Ω ≃ const∗ : Set∗ → Set∗.

Lemma 2.9.4. For a small stable category C0 ∈ Catex∞ and presentable D ∈ PrL we have:

1. Ind(C0)⊗D ≃ Funlex(Cop0 ,D).

2. If D is moreover stable, we have Ind(C0)⊗D ≃ FunL(Ind(Cop0 ),D).

Proof. For the first statement, we have

Ind(C0)⊗D ≃ Funlim(Ind(C0)op,D) ≃ Funlex(Cop0 ,D)

by the universal property of Ind. If additionally D is stable,

Funlex(Cop0 ,D) ≃ Funrex(Cop0 ,D) ≃ FunL(Ind(Cop0 ),D)

Note that this implies

FunL(D, Ind(C0)⊗ E) ≃ FunL(D,FunL(Ind(Cop0 ), E)) ≃ FunL(D ⊗ Ind(Cop0 ), E).

This suggests that Ind(C0) is in fact dual to Ind(Cop0 ):

Lemma 2.9.5. If C0 is small stable, Ind(C0) is a dualizable object in PrLst, with dual Ind(Cop0 ).

Proof. We have an evaluation map, obtained as the functor

ev : Ind(Cop0 )⊗ Ind(C0) ≃ Ind(Cop0 ⊗ex C0)→ Sp

which is the Ind-extension of the functor mapC0 : C
op
0 ×C0 → Sp (using that it is exact in both

arguments). Here ⊗ex denotes the tensor product in Catex∞. We also have a coevaluation

coev : Sp→ Ind(C0)⊗ Ind(Cop0 ) ≃ Ind(C0 ⊗ex Cop0 ).

Since the target is stable, such a morphism is given by a single object. As objects are given
by finite-limit preserving functors (C0 ⊗ex Cop0 )op → An, i.e. functors Cop0 × C0 → An which
preserve finite limits in both arguments, this can again be given by mapC0 . One may then
check that the “snake identities” are satisfied, which we leave to the reader.

Proof of Theorem 2.9.2. By the above, compactly generated categories are dualizable in PrLst.
Since compactly assembled categories are retracts of compactly generated categories, they
are also dualizable.11

11In general if the ambient category is idempotent complete or closed symmetric monoidal, then retracts
of dualizable objects are dualizable. This follows by simply using the ‘restricted’ evaluation and coevaluation
maps.
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Conversely, assume C is dualizable with dual C∨. With κ large enough so that C is
κ-compactly generated, we have that

Ind(Cκ)→ C

is a left Bousfield localization, see Corollary 2.1.27. So also

Ind(Cκ)⊗ C∨ → C ⊗ C∨

is a left Bousfield localization (see Example 2.8.4), in particular it is essentially surjective.
Since in PrLst, a functor out of Sp is given precisely by an object, this means the counit
Sp→ C ⊗C∨ lifts to Sp→ Ind(Cκ)⊗C∨. Under duality, this means that the identity C → C
lifts to a functor C → Ind(Cκ), i.e. that C is a retract of a compactly generated category,
finishing the proof.

Definition 2.9.6. We denote the category of dualizable stable presentable∞-categories and
compactly assembled functors by PrLdual.

Note that for a left adjoint functor between stable ∞-categories being compactly assem-
bled is equivalent to being strongly left adjoint, that is the right adjoint admits a further
right adjoint. This follows by Proposition 2.6.1 and the adjoint functor theorem since right
adjoint functors between stable ∞-categories automatically preserve finite colimits.

We recall that a Verdier sequence of stable ∞-categories

C i−→ D p−→ E

is a sequence that is a fiber and cofiber sequence in the category Catex∞ of stable∞-categories
and exact functors. Concretely, this means:

1. i is fully faithful and its image is closed under retracts.

2. p exhibits E as the Dwyer-Kan localization at the “mod-C-equivalences”, i.e. those mor-
phisms with (co)fiber in C. (I.e. it is universal among functors taking those morphisms
to equivalences).

Often one only starts with a given i : C ↪→ D, and denotes the cofiber by D/C. This is also
called the Verdier quotient. Conversely, one has:

• Every exact Dwyer-Kan localization p : D → E between stable ∞-categories is a
Verdier quotient, i.e. sits in a Verdier sequence with C = ker(p).

• Every exact, fully faithful functor i : C ↪→ D of stable ∞-categories whose image is
closed under retracts in D is a Verdier kernel, i.e. participates in a Verdier sequence
C → D → E with E = D/C.
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We denote the ∞-category of small idempotent complete stable ∞-categories and exact
functors by Catperf∞ ⊆ Catex∞. Then a Karoubi sequence is a fiber and cofiber sequence in
Catperf∞ . Concretely, this is a sequence

C → D → E

where C → D is fully faithful and the morphism D/C → E is an idempotent completion.
Note that generally a Karoubi sequence is not a Verdier sequence since D/C → E doesn’t
have to be essentially surjective (equivalently D → E is not essentially surjective.)

However, if we have a sequence in PrLst

C → D → E

then it is Verdier (in the large version Ĉat
ex

∞) if and only if it is Karoubi (in Ĉat
perf

∞ ) if and
only if D → E is a left Bousfield localization with kernel C, i.e. it is a fiber and cofiber
sequence in PrLst.

12

Example 2.9.7. A sequence C → D → E of small idempotent complete stable∞-categories
is a Karoubi sequence iff

Ind(C)→ Ind(D)→ Ind(E)

is a Verdier sequence, i.e. Ind(D) → Ind(E) is a left Bousfield localization with kernel
Ind(C). This is sometimes called the Thomason-Neeman localization theorem. For a modern
reference, see [CDH+23, Theorem A.3.11].

Note also that in this case all the functors are strongly left adjoint, since they are com-
pactly assembled, so the right adjoint commutes with filtered colimits, but by exactness also
with finite colimits.

Definition 2.9.8. A functor of small ∞-categories p : D → E is called a homological
epimorphism if the induced functor

Ind(p) : Ind(D)→ Ind(E)

is a left Bousfield localization. A map of ring spectra R → S is called homological epi-
morphism if the base-change functor Perf(R) → Perf(S) is a homological epimorphism,
equivalently if the base-change functor Mod(R)→ Mod(S) is a left Bousfield localization.

Note that by the last example we have that Karoubi quotients are homological epis.

Lemma 2.9.9. For a map R→ S of ring spectra with fiber I the following are equivalent:

1. R→ S is a homological epimorphism.

12If C i−→ D p−→ E is a cofiber sequence in PrLst, then E
pR

−−→ D iR−→ C is a fiber sequence in Ĉat
ex

∞. Hence pR is
fully faithful, so p is a Bousfield localization. Conversely, if p is a Bousfield localization with kernel C, then
it is also a cofiber sequence in PrLst; the sequence of right adjoints composes to 0, and ker iR = im(i)⊥ =
ker(p)⊥ = im(pR). The last equality follows because ker(p)⊥ consists by stability precisely of those object
which are local with respect to p-equivalences, i.e. the p-local objects.
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2. The multiplication S ⊗R S → S is an equivalence.

3. We have I ⊗R S ≃ 0.

4. The map I ⊗R I → I induced by the multiplication is an equivalence.

Proof. The right adjoint to the base-change functor Mod(R) → Mod(S) is the restriction
functor. This is fully faithful if and only if the counit of the adjunction is an equivalence,
i.e. S ⊗RM → M is an equivalence for any S-module M . As we may rewrite the left hand
side as (S ⊗R S) ⊗S M , it suffices to check this for M = S, i.e. that S ⊗R S → S is an
equivalence. This proves that (1) implies (2).

To see (2) ⇔ (3), we consider the fiber sequence

I ⊗R S → R⊗R S → S ⊗R S,

noting that S ≃ R⊗R S → S ⊗R S splits the multiplication S ⊗R S → S. Finally, for (3) ⇔
(4), we consider the fiber sequence

I ⊗R I → I ⊗R R→ I ⊗R S.

We say that I is an idempotent ideal in this case. Note that (by viewing ordinary rings as
Eilenberg MacLane spectra), this contains the “almost mathematics” situation of a surjective
map of rings R → S with kernel a flat ideal with I2 = I, but also localizations of R, where
the fiber will typically be a derived object with π−1, see the Examples below.

Example 2.9.10. There are homological epimorphisms p : D → E between small stable
∞-categories, in fact between ring spectra, such that ker(p) → D → E is not a Karoubi
sequence. In fact, ker(p) might be zero. For example, if R is a local ring with flat maximal
ideal m with m2 = m, the kernel of Perf(R)→ Perf(R/m) consists of perfect complexes over
R which have zero base-change to R/m, but all of these are zero by Nakayama (cf. Example
2.2.14). Nevertheless, this is a homological epimorphism.

Lemma 2.9.11. Given a Verdier sequence

A F−→ B G−→ C

where either F or G admits a right adjoint, the other does too, and

C GR

−−→ B FR

−−→ A

is again a Verdier sequence. The analogous statement holds for left adjoints.

Proof. If G admits a right adjoint GR, it is fully faithful since G is a localization. We define
a functor FR : B → A by

FR(b) = fib(b
ηG−→ GRGb),

noting that this lies in the kernel of G. One checks directly that this is right adjoint to F ,
since Map(Fa,GRGb) ≃ Map(GFa,Gb) ≃ 0.
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Conversely, assume we have a right adjoint FR to F . We define an endofunctor B → B
by taking b 7→ cofib(FFRb

εF−→ b). This functor annihilates A, so factors uniquely through a
functor GR : C → B. We now have that GGR ≃ id, and a cofiber sequence

FFR → id→ GRG

from which we directly get that G → GGRG and GR → GRGGR are equivalences, proving
the adjunction.

Finally, FR is a right Bousfield localization since F is fully faithful, andGR is the inclusion
of its kernel, as the above cofiber sequence proves that an object is in the image of GR if
and only if it is in the kernel of FR.

Definition 2.9.12. Let R→ S be a map of ring spectra with fiber I, and assume the map
S ⊗R S → S is an equivalence. Following the logic of Lemma 2.9.9, we may think of I as
an idempotent ideal in R, in some higher-algebraic sense13. Then we define Mod(R, I) :=
Ker(S ⊗R − : Mod(R)→ Mod(S)).

We shall see soon in that in fact every dualizable, stable∞-category is of this form. Note
that every map of pairs R → S to R′ → S ′ with ideals I, J induces a map Mod(R, I) →
Mod(S, J) which is strongly left adjoint. The latter fact can be seen using that compact
morphisms in Mod(R) are precisely given by those morphisms that factor in Mod(R) through
a compact object and the functor Mod(R)→ Mod(S) preserves compact objects.

Example 2.9.13. Let R be a ring spectrum with an element x ∈ π∗(R). Then there is a
localization R→ R[x−1] which universally inverts x. Note that in the absence of commuta-
tivity (or at least an Ore condition) this is a bit hard to describe explicitly. Nevertheless we
claim that R→ R[x−1] is a homological epimorphism.

To see this we consider the functor

Mod(R)→ Mod(R[x−1])

induced from base change along R → R[x−1]. The target can be identified with those R-
modules M on which x acts invertibly which follows from the universal property.14 This
functor is the Bousfield localization at the maps R

x−→ R given by right multiplication with
x (which are left R-module maps).

It follows that the kernel is generated by R/x, hence compactly generated. In the commu-
tative case, this subcategory can be explicitly described as those R-modulesM with x-power
torsion homotopy groups. There are a number of classical notations for this category like
Mod(R)x-nil or Mod(R on R/x).

Example 2.9.14. Let A → B a surjective map of perfect Fp-algebras. Then A → B is
a homological epimorphism. This follows since B ⊗A B is itself a perfect animated ring

13One can make this structure precise, but we won’t need it here, since we may equivalently characterize
it in terms of S

14Note that in general R → R[x−1] is not flat, even for ordinary rings [?]. Thus we have to take the
derived base change.
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(the Frobenius is the tensor product of the Frobenii). But the higher homotopy groups of
a perfect animated Fp-algebra are always trivial since the Frobenius acts by zero there. So
we only need to check that the map out of the underived tensor product B ⊗A B → B is
an isomorphism which is clear from surjectivity of A → B. This also works of A is only
perfectoid (B still is a perfect Fp-algebra) since again the tensor product B ⊗A B ≃ B⊗̂AB
is perfect which follows since it is perfectoid and characteristic p.

Example 2.9.15. If R is an ordinary commutative ring with flat ideal I with I2 = I, then
D(R)→ D(R/I) is a homological epimorphism. It follows that the kernel

D(R, I) = ker(D(R)→ D(R/I))

is compactly assembled. This is the derived version of almost mathematics.

Example 2.9.16 (Wodzicki). Let A be a C∗-algebra with a closed ideal I ⊆ A. Then I is
idempotent.

Lemma 2.9.17. For every homological epimorphism D → E between small stable ∞-
categories the kernel

K = ker(Ind(D)→ Ind(E))

is dualizable. Conversely, every dualizable stable ∞-category arises in this way.

Proof. In view of Proposition 2.7.14, it remains to see that every dualizable stable category
K is such a kernel. Indeed, we can write K as the kernel of the projection

Ind(Kω1)→ Ind(Kω1)/K

where K → Ind(Kω1) is given by ȷ̂. Since ȷ̂ is strongly left adjoint, so is the projection by
Lemma 2.9.11. Hence it preserves compact objects, and since its right adjoint is conservative,
sends generators to generators. This proves that the quotient is again compactly generated,
as desired. We will systematically investigate this quotient in Section 3.3.

Warning 2.9.18. If we have a Verdier sequence C → D → E with strongly left adjoint
functors and D is dualizable, then so are C and E since both are retracts of D in PrL. But
the converse fails: even if C and E are compactly generated, D need not be dualizable. The
question of when such an extension D is dualizable has recently been answered by Efimov,
see [Efi24, Proposition 3.3].

We have the fully faithful functor

Ind : Catperf∞ → PrLdual

Every object in the PrLdual is the kernel of a Bousfield localization in PrLdual. In other words:
everyone in PrLdual admits a ‘canonical’ resolution by objects in the essential image.
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Construction 2.9.19. There is a functor (−)∨ : PrLdual → PrLdual such that the diagram

Catperf∞

op

��

// PrLdual

(−)∨

��

Catperf∞
// PrLdual

commutes. On objects this functor sends C to the dual C∨ = FunL(C, Sp), and an inter-
nally left adjoint functor L : C → D with right adjoint R is sent to the dual R∨ = R∗ :
FunL(D, Sp) → FunL(C, Sp) of its right adjoint. This indeed gives a strongly left adjoint
functor, as R∗ ⊣ L∗.

For objects, the square commutes since Ind(C)∨ ≃ Ind(Cop) by Lemma 2.9.5). For mor-
phisms, let f : C → D be in Catperf∞ . Then Ind(f) admits the right adjoint R = f ∗, and
under the identification Ind(C)∨ = FunL(Ind(C), Sp) ≃ Ind(Cop) from Lemma 2.9.4 the func-
tor R∨ = R∗ gets identified with (f op)∗.

Finally, to see that this square commutes as a square of functors of ∞-categories, we see
that PrLdual → PrLdual is an equivalence, since it is idempotent (one can skip the passing to the
left adjoint step to see this) and by the previous claim it restricts to an equivalence of the full
subcategories Catperf∞ . But the only non-trivial self equivalence of Catperf∞ is given by opping.

2.10 H-unital ring spectra

Recall from Lemma 2.9.9 that a map of ring spectra R → S is a homological epimorphism
precisely if the corresponding fiber I is idempotent. In this section we shall highlight some
of the properties that this fiber has. First note that the fiber I is a non-unital ring spectrum.
Formally, a non-unital algebra is an algebra over a non-unital version of the E1 operad. This
has been investigated in-depth by Lurie in [Lur17a, Section 5.4.3, 5.4.4]. We will black-box
the following important statements.

Theorem 2.10.1. Let C be a symmetric monoidal category and 1 ≤ k ≤ ∞.

1. The forgetful functor θk : AlgEk
(C) → AlgnuEk

(C) from Ek-algebras to non-unital Ek-
algebras induces an equivalence onto the subcategory of quasi-unital Ek-algebras and
quasi-unital morphisms. A non-unital Ek-algebra A is quasi-unital if there exists a
map e : 1→ A such that the composites

A
e⊗A−−→ A⊗ A µ−→ A and A

A⊗e−−→ A⊗ A µ−→ A

are homotopic to the identitiy. If k > 1, it suffices to check one of these. A morphism
f : A → B is quasi-unital if A admits a quasi-unit e : 1 → A such that f ◦ e is a
quasi-unit for B.

2. The forgetful functor θk admits a left adjoint (−)+ : AlgnuEk
(C) → AlgEk

(C) which we
call unitalization. Given a non-unital Ek-algebra A, the unit map e : 1 → A+ of
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its unitalization, and the unit of the adjunction η : A → A+ together exhibit A+ as
coproduct in C:

A ⊔ 1 η⊔e−−→
≃

A+.

3. If C is stable and its tensor product is exact in both variables, we have an equivalence

AlgnuEk
(C) ≃ AlgaugEk

(C) := AlgEk
(C)/1

A 7→ (A+ ≃ A⊕ 1
0⊕id−−→ 1)

fib(B → 1)← [ (B → 1)

between the categories of non-unital and augmented Ek-algebras.

Proof. The first claim follows from [Lur17a, Theorem 5.4.4.5, Corollary 5.4.4.7]. The second
claim is [Lur17a, Proposition 5.4.4.8], and the last claim is [Lur17a, Proposition 5.4.4.10].

We will mostly be interested in non-unital ring spectra, which is the case C = Sp and
k = 1 in the above theorem.

Definition 2.10.2. A non-unital ring spectrum A is called H-unital (homologically unital)
if the multiplication map

A⊗A+ A→ A

is an equivalence or equivalently if A+ → S is a homological epimorphism, see Lemma 2.9.9.

Example 2.10.3. Any ring spectrum A, viewed it as a non-unital ring spectrum, isH-unital.
Indeed, in this case A+ = A×S in Alg(Sp), hence Mod(A+) ≃ Mod(A)×Mod(S)15, and the
basechange along A+ → S is just the projection, which is clearly a Bousfield localization.

Example 2.10.4. Assume that we have a filtered diagram i 7→ Ai of ring spectra that are
unital, but the transition maps might be non-unital. Then we call the colimit A = colimAi
in non-unital ring spectra a locally unital ring spectrum. We claim that A is H-unital. To
see this, observe that A+ ≃ colimiA

+
i as unital rings (as unitalization is a left adjoint) and

hence
A⊗A+ A ≃ colimAi ⊗A+

i
Ai ≃ colimAi ≃ A.16

For example, we can consider the ring

M∞(R) = colimn→∞Mn(R)

of (∞×∞)-matrices over a given ring R in which almost all entries are zero.

15More generally, just as in ordinary land, if R,S ∈ Alg(Sp), then the idempotents (1, 0), (0, 1) ∈ π0(R ×
S) = π0(R)× π0(S) induce a splitting Mod(R× S) ≃ Mod(R)×Mod(S).

16The same argument works for sifted colimits. We thank Claudius Heyer for pointing this out.

83



Proposition 2.10.5 (Tamme). Consider a pullback diagram in Alg(Sp)

R S

R′ S ′

⌟

and suppose that R→ S is a homological epimorphism. Then

1. S ′ ≃ S ⊗R R′.

2. R′ → S ′ is a homological epimorphism.

3. We have a pullback square of module categories

Mod(R) Mod(S)

Mod(R′) Mod(S ′)

⌟

and the induced functor on fibers

Mod(R, I)→ Mod(R′, I)

is an equivalence, where I = fib(R→ S) = fib(R′ → S ′).

Proof. Since R→ S is a homological epimorphism, we have I ⊗R S ≃ 0 and thus

I ⊗R S ′ ≃ (I ⊗R S)⊗S S ′ ≃ 0.

From the fiber sequence
I ⊗R I → I ⊗R R′ → I ⊗R S ′

we thus learn I ⊗R R′ ≃ I. Now the fiber sequence

I ⊗R R′ → R⊗R R′ → S ⊗R R′

tells us that S ⊗R R′ ≃ S ′. For the second statement, we observe

S ′ ⊗R′ I ≃ (S ⊗R R′)⊗R′ I ≃ S ⊗R I ≃ 0.

For the last statement, the functor Mod(R) → Mod(R′) ×Mod(S′) Mod(S) is fully faithful
for any pullback of rings, and admits a right adjoint taking a triple of M ∈ Mod(R′),
N ∈ Mod(S) and equivalence φ : S ′ ⊗R′ M ≃ S ′ ⊗S N to the pullback

P N

M S ′ ⊗R′ M,
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viewed as R-module. To prove the claim it suffices to check that this right adjoint is conser-
vative. So assume P = 0, and base-change the above pullback diagram along R → S. We
have S ⊗R N ≃ N , S ⊗R M ≃ S ′ ⊗R′ M , and S ⊗R S ′ ⊗R′ M ≃ S ′ ⊗R′ M ≃ S ′ ⊗R′ M . So
we see that

S ⊗R P N

S ′ ⊗R′ M S ′ ⊗R′ M

is a pullback, hence N = 0. Thus S ′ ⊗R′ M = 0 and the above pullback also proves
M = 0.

Corollary 2.10.6. If R → S is a morphism of ring spectra whose fiber I is H-unital, then
R → S is a homological epimorphism and Mod(R, I) = Mod(I+, I). In particular, the
∞-category Mod(R, I) is independent of R.

Proof. Apply the above Proposition to the pullback square

I+ S

R S.

There is a sort of converse to the last proposition.

Proposition 2.10.7 (Tamme). Consider a pullback diagram in Alg(Sp)

R S

R′ S ′

⌟

and suppose that all rings and the horizontal fibers are connective. If R′ → S ′ is a homological
epimorphism, then R → S is too. In particular, if R → S is a homological epimorphism
between connective rings with π0(R)→ π0(S) surjective, the fiber I of R→ S is H-unital.

Proof. By [Lur18, Proposition 16.2.2.1], the diagram

Mod(R)≥0 Mod(S)≥0

Mod(R′)≥0 Mod(S ′)≥0

F

F ′

is a pullback diagram17. It follows then by abstract nonsense (as in the proof of Proposition
2.7.14) that the upper map is also a Bousfield localization, thus by unfolding what this means,

17This is wrong without the connectivity conditions on the rings and the fiber! Think of k = k[x]×k[x±1]

k[x−1], but the pullback on module categories is given by quasicoherent sheaves on P1.
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that S⊗RS ≃ S. Note also that a posteriori the square of module categories without passing
to connective objects is a pullback by Proposition 2.10.5.

Example 2.10.8. The previous statement is wrong without connectivity assumptions. A
counterexample is k[x]→ k[x±1]: if the fiber I, which has π−1, was H-unital then we claim
that the square

Mod(k) //

��

Mod(k[x−1])

��

Mod(k[x]) //Mod(k[x±])

would have to be a pullback (which it isn’t as argued in Footnote 17). To see this note that
if I was H-unital then the map k → k[x−1], which has the same fiber would be a homological
epimorphism and thus Proposition 2.10.5 the square would be a pullback.

One can also give a concrete argument for the case k = Q, i.e. consider R = Q[x] and
S = Q[x±1]. The fiber I has homotopy groups given by Q[x±1]/Q[x] in degree −1. I is
H-unital if and only if I⊗I+ S = 0, which we may equivalently compute in the rational world
(i.e. I ⊗I⊕Q Q). This is computed as colimit of the semi-simplicial diagram

· · · I ⊗ I ⊗ I I ⊗ I I

i.e. it has a filtration with n-th associated graded given by I⊗(n+1)[n], which is concentrated
in degree −1. So the resulting spectral sequence degenerates and leads to a countably
infinitely dimensional π−1. In particular, I ⊗I+ S ̸= 0 and I is not H-unital.

Definition 2.10.9. For a non-unital ring spectrum A we define the category of H-unital
modules over A as

ModH(A) := Mod(A+, A) = ker(Mod(A+)→ Mod(S))

If A is H-unital then A ∈ ModH(A) and ModH(A) is a stable, dualizable ∞-category.
A map A → B of H-unital ring spectra induces a functor ModH(A) → ModH(B) which is
strongly left adjoint. The map A→ B is called Morita equivalence if the induced functor is
an equivalence.

An H-unital module is the same as a module M over A+ such that

A⊗A+ M ≃M

One can define a tensor product for non-unital modules using semi-simplicial realisations.
Then this even reads as

A⊗AM ≃M .

However, we warn the reader that one should be very careful with this semi-simplicial Bar
resolution since tensoring over a non-unital ring can behave quite pathological and unex-
pected. Therefore we prefer to write ⊗A+ instead.
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Example 2.10.10. Assume that A is a unital ring spectrum. Then

ModH(A) = Mod(A)

since Mod(A+) = Mod(A)×Mod(S) and the map A+ → S induces projection to the second
summand, so the fiber is simply Mod(A).

But note that ModH(A) only depends on the underlying non-unital ring A. In particular,
for a non-unital map φ : A→ B between unital rings we get an induced strongly left adjoint
functor

Mod(A)→ Mod(B)

which is somewhat surprising. One can explicitly describe this functor also without reference
to H-unitality of course, namely this functor is induced by a B − A-bimodule by Morita
theory, see Proposition 2.11.1 in the next section for a quick recap. This bimodule is given
by the idempotent e = φ(1) in B. That is,

Be := colim(B
·e−→ B

·e−→ B
·e−→ ...)

where this is a colimit in B−A-bimodules. Note that Be is a retract of B as a B-A-bimodule.

Example 2.10.11. Let R be a ring (spectrum) and consider the map

R→Mn(R)

where Mn(R) is the ring spectrum of n × n-matrices, i.e. endR(R
n). The map is given

by sending R to matrices where all terms are zero except the upper left corner. This is a
non-unital map. The corresponding idempotent e is given by the matrix with a 1 on the
upper left element and zero’s everywhere else. The corresponding submodule is given by Rn

as an Mn(R)-R-bimodule. We therefore see that the induced functor

Mod(R)→ Mod(Mn(R))

is an equivalence, i.e. that the map φ is a Morita equivalence.

Lemma 2.10.12. Let A be a locally unital ring, i.e. a filtered colimit A = colimiAi of unital
rings along non-unital maps. Then the canonical functor

colim−−−→
PrLMod(Ai)→ ModH(A)

is an equivalence.

Proof. This canonical functor sits in a commutative diagram

colim−−−→
PrLMod(Ai) //

��

ModH(A)

��

colim−−−→
PrLMod(A+

i )
//

��

Mod(A+)

��

colim−−−→
PrL Sp // Sp
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We have that
A+ = colimA+

i

and thus that Mod(A+) = colim−−−→
PrLMod(A+

i ). Indeed, generally if R• : I → Alg(Sp) is a

filtered diagram of ring spectra, then we claim that colimiMod(Ri) ≃ Mod(R). Since the
diagram is entirely in PrLst,ω ≃ Catperf∞ we have colimiMod(R) ≃ Ind(colimi Perf(Ri)), where

the colimit is now compute din Catperf∞ , hence in Cat∞. We claim the comparison functor
F : colimi Perf(Ri) → Perf(R) induced by the basechanges is an equivalence. It is clearly
essentially surjective, since already each Perf(Ri) → Perf(R) is. To see it is fully faithful,
pick M,N ∈ Perf(Ri) and note that we have a commutative diagram

Mapcolimj Perf(Rj)
(inciM, inciN)

colimj>iMapPerf(Rj)
(Rj ⊗Ri

M,Rj ⊗Ri
N) MapPerf(R)(R⊗Ri

M,R⊗Ri
N)

colimj>iMapMod(Ri)
(M,Rj ⊗Ri

N) MapMod(Ri)
(M,R⊗Ri

N)

F

≃ ≃

≃

where inci : Perf(Ri) → colimj Perf(Rj) is the inclusion functor. Thus colimi Perf(Ri) ≃
Perf(R), as desired.

Coming back to the original proof, we see that the lower two horizontal functors in the
first diagram are now equivalences. The claim now follows from the assertion that the vertical
sequences are fibers sequences. Since this is clear for the right hand sequences we need to
argue why the left hand sequence is a fiber sequence, i.e. why taking the kernel commutes
with the filtered colimit. This however follows since the kernel of the left vertical map is the
cokernel of the right adjoint, since the map is an strongly left adjoint Bousfield localization
(seen by the fact that the lower maps are equivalences). Cokernels clearly commute with
colimits.

Example 2.10.13. We find that Mod(M∞(R)) ≃ Mod(R), that is the map R→M∞(R) is
a Morita equivalence.

Proposition 2.10.14. If A is locally unital (filtered colimit of unital rings along non-unital
maps) then ModH(A) is compactly generated. Conversely every compactly generated, stable
∞-category is equivalent to ModH(A) for some locally unital ring spectrum A.

Proof. For A = colimAi we get by Lemma 2.10.12 that

ModH(A) = colim−−−→
PrLMod(Ai) .

All the transition maps are strongly left adjoint, thus the colimit is also compactly generated,
see Lemma 2.5.7. Now for a general compactly generated, stable ∞-category C we choose a
set of compact generators {Xi}i∈I , that is

C = ⟨Xi | i ∈ I⟩
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where the brackets denote the stable subcategory generated by the elements under colimits.
Now let P0(I) denote the poset of finite subsets of I, and for F ∈ P0(I) let CF = ⟨Xi | i ∈ F ⟩.
We claim that we then also have

colimPrL

F∈P0(I)
CF ≃ C.

Indeed, as in the proof of Lemma 2.10.12, we note that we can check this on compact objects,
i.e. that colimF∈P0(I) CωF ≃ Cω, which is clear by construction. Note that each CF admits a
single compact generator XF :=

⊕
i∈F Xi and is therefore equivalent to Mod(AF ), where

AF = endC(XF )

is the endomorphism spectrum of XF . The maps CF → CF ′ for F ⊆ F ′ are induced from the
non-unital maps

AF → AF ′

which send an endomorphism f of XF to the endomorphism f ⊕ 0 of XF ′ = XF ⊕XF ′\F . In
particular we find that

C = colimPrL Mod(AF )

and so that
C = ModH(A)

where A = colimAF .

Remark 2.10.15. The non-unital ring spectrum A from the last proof can also be described
somewhat explicitly: the underlying spectrum is given by

A =
⊕
i,j

mapC(Xi, Xj)

The multiplication map A⊗ A→ A is induced by the maps

mapC(Xi, Xj)⊗mapC(Xk, Xl)→ A

which for j = k are given by composition (considered as an element of mapC(Xi, Xl)) and
for j ̸= k by the zero map.

Theorem 2.10.16. Every dualizable, stable ∞-category C is equivalent to ModH(A) for
some H-unital ring spectrum A.

Proof. We choose a set (Xi)i∈I of ω1-compact objects of C with the property that they
represent all equivalence classes of objects of Cω1 , and consider

A :=
⊕
i,j

Mapca(Xi, Xj)
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(recall that Mapca
C (X, Y ) = mapInd(C)(jX, ȷ̂Y )). We claim this is a non-unital ring. Indeed,

consider the localization sequence

C ȷ̂−→ Ind(Cω1)→ Ind(Cω1)/C.

By construction, the objects jXi are compact generators of Ind(Cω1). By Lemma 2.9.11
the projection is strongly left adjoint with fully faithful right adjoint, and hence sends com-
pact generators to compact generators. Using Proposition 2.10.14, this yields equivalences
Ind(Cω1) ≃ ModH(A

′) and Ind(Cω1)/C ≃ ModH(A
′′), where

A′ =
⊕
i,j∈I

mapInd(Cω1 )(jXi, jXj)

A′′ =
⊕
i,j∈I

mapInd(Cω1 )/C(jXi, jXj),

as well as a non-unital ring homomorphism A′ → A′′ (since the A′ and A′′ arose as colimit
of endomorphisms of

⊕
i∈I Xi).

Using the adjoints in the above Verdier sequence, one sees

mapInd(Cω1 )/C(jXi, jXj) ≃ mapInd(Cω1 )(jXi, jXj/ȷ̂Xj),

and so the fiber of A′ → A′′ is the A defined above. In particular, A inherits a non-unital
ring structure.

We now claim that A is H-unital. Given this, it follows from the following left pullback
square of rings and Proposition 2.10.5 that also A′+ → A′′+ is an H-epi and we get the right
pullback square of module categories:

A+ S Mod(A+) Mod(S)

A′+ A′′+ Mod(A′+) Mod(A′′+)

⌟ ⌟

Taking horizontal fibers shows that ModH(A) = fib(Mod(A′+) → Mod(A′′+)). Finally,
we obtain C ≃ ModH(A) by commuting fibers; consider the following diagram where all
horizontal and vertical sequences are fiber sequences:

C ModH(A
′) ModH(A

′′)

ModH(A) Mod(A′+) Mod(A′′+)

0 Mod(S) Mod(S)

To see that A is H-unital, we need to check that the augmented semi-simplicial object

A A⊗ A A⊗ A⊗ A . . .
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is a colimit cone (as the left Kan extension of this diagram to ∆op is exactly the bar con-
struction computing A ⊗A+ A, and the colimit of the left Kan extension is the colimit of
the original diagram by transitivity of Kan extensions). For any object Y , we have a left
A-module M(Y ) =

⊕
iMapca(Xi, Y ). We will show indeed that

M(Y ) A⊗M(Y ) A⊗ A⊗M(Y ) . . .

is a colimit diagram. Assume first that Y is ω1-compact, and write Y = colimn Yn along
compact maps. We may assume Yn to be ω1-compact, and hence Yn = Xin for some sequence
in. We choose witnesses jXin → ȷ̂Xin+1 representing these compact maps. We have a map

M(Xin)→ A⊗M(Xin+1)

induced by S→ Mapca(Xin , Xin+1). These satisfy the identities of an “extra degeneracy” up
to postcomposing with M(Xin)→M(Xin+1), i.e. we get a dashed lift in

|A⊗• ⊗M(Xin)| |A⊗• ⊗M(Xin+1)|

M(Xin) M(Xin+1)

In the colimit, that means we have an equivalence

M(Y ) ≃ |A⊗• ⊗M(Y )|.

Since both sides commute with ω1-filtered colimits and Y was an arbitrary ω1-compact
object, this more generally follows for arbitrary Y , in particular for Y =

⊕
Xi, where we

have M(Y ) ≃ A.

In particular we see that every dualizable category is an almost category Mod(R, I) with
I H-unital (so that the category doesn’t even depend on R).

2.11 H-unital Morita Theory

In this section we will analyse functors between categories of the form ModH(A) in terms of
non-unital ring spectra. Let us first recall and extend usual Morita theory for ring spectra.
For an ordinary land analogue see [GV98].

Proposition 2.11.1. 1. For unital rings A, B, we have

FunL(Mod(A),Mod(B)) ≃ BiMod(B,A).
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2. For unital rings A, B, we have that MapRing(A,B) agrees with the space of pairs
consisting of a left adjoint functor Mod(A) → Mod(B) together with an equivalence
F (A) ≃ B. Equivalently a commutative diagram

An

Mod(A) Mod(B)

in PrL.

3. For H-unital rings A, B, we have that

FunLH(Mod(A),Mod(B)) ≃ BiModH(B,A),

where the right hand side is given by the full subcategory of B+-A+-bimodules which
lie in ModH(A) and ModH(B) when viewed as left or right modules.

4. For H-unital rings A, B where A admits a unit, MapRingnu(A,B) agrees with the space

of left adjoint functors F : Mod(A)→ Mod(B) together with maps F (A)
i−→ B

r−→ F (A)
exhibiting F (A) as retract of B.

Proof. For the first statement, observe that F (A) is a left B-module, but also has end(A)
acting by functoriality. As end(A) = A acting from the right, we have a B-A-bimodule
structure on F (A). As every map A → X gives a map F (A) → F (X), we have a natural
transformation

F (A)⊗A X → F (X),

which is an equivalence if F preserves colimits.
For the second statement, observe that for a ring homomorphism A→ B, the associated

functor Mod(A)→ Mod(B) is given by

B ⊗A −,

i.e. corresponds to the B-A bimodule B. Conversely, given a functor F with F (A) ≃ B as
left module, the functor provides a ring homomorphism

A→ endMod(A)(A)→ endMod(B)(B) ≃ B

which describes the right A-module structure on F (A). So ring homomorphisms correspond
precisely to functors with an isomorphism F (A) ≃ B.

For the third statement, observe that the Verdier sequence

ModH(A) Mod(A+) Mod(S)
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exhibits ModH(A) as Bousfield localization of Mod(A+) with kernel the modules restricted
along A+ → S. This means that exact functors ModH(A)→ C correspond to exact functors
Mod(A+)→ C which annihilate modules restricted from S. So left adjoint functors

ModH(A)→ ModH(B)

correspond to left adjoint functors

Mod(A)→ Mod(B)

which take values in Mod(B+) and annihilate modules restricted from S. Translated to
bimodules, the first condition just means S⊗B+ M ≃ 0. For the second it is necessary that
M ⊗A+ S = 0, but also sufficient, since if N is restricted from S, M ⊗A+ N ≃M ⊗A+ S⊗SN .

For the final statement observe that for a non-unital ring homomorphism A → B, the
restriction of the base-change B+ ⊗A+ − to ModH(A) and ModH(B) is computed as the
composite

ModH(A)→ Mod(A+)→ Mod(B+)→ ModH(B),

i.e. is given by the B+-A+-bimodule B ⊗A+ A. If A is unital, we have an A+-module homo-
morphism A+ → A exhibiting A as retract of A+, so B ⊗A+ A as retract of B. Conversely,
if F (A) is a retract of B, in particular of B+, we get a non-unital ring map

A→ endB+(F (A))→ endB+(B+) = B+

which lifts to the fiber of B+ → S. (The first map is unital, the second one is non-unital
and arises from the retraction).

Now we would also like to understand functors between dualizable stable ∞-categories
using zig-zag’s of maps of non-unital rings. As a warm up, we first prove a version for unital
rings.

Proposition 2.11.2. For A and B unital rings every strongly left adjoint functor F :
Mod(A) → Mod(B) is induced by a zig-zag A → C

≃←− B of non-unital maps, where C
is also unital and B → C is a Morita equivalence.

Proof. For a functor F we define

C := endB(F (A)⊕B)

Since F (A)⊕B is a compact generator of Mod(B) we have that

Mod(B) ≃ Mod(C)

induced by the map B → C induced by the split inclusion B → F (A) ⊕ B. Similarly we
have a map

A = endA(A)→ endB(F (A))→ endB(F (A)⊕B)

of non-unital rings which induces the functor F .
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We would like to show a converse to the latter statement. To this end we note that there
is a natural notion of 2-morphisms between non-unital morphisms f, g : A → B where A
and B are unital. For simplicity lets first assume that A and B are discrete. Then such a
2-morphism is given by given by an element b ∈ f(1)Bg(1) such that

f · b ≃ b · g .

We claim that such a 2-morphism is the same as a natural transformation of the functors

Mod(A)→ Mod(B)

induced by f and g. This follows since by Proposition 2.11.1 and Example 2.10.10 such a
natural transformation is given by a B-A-bimodule map Bf(1) → Bg(1). Every left B-
module map Bf(1)→ Bg(1) is given by right multiplication with an element b ∈ f(1)Bg(1)
and this is a right A-module map precisely if for every a ∈ A we have that f(a)b = bg(a). Now
if A and B are not discrete anymore we find similar that the space of natural transformations
between the induced functors can be expressed as elements 18 b ∈ f(1)Bg(1) together with
an equivalence f · b ≃ b · g.

Using this notion of 2-morphisms we can define an (∞, 2)-category of unital algebras,
non-unital maps and 2-morphisms. We denote the∞-categorical core, i.e. the largest (∞, 1)-
category contained in this (∞, 2)-category by Algu2. Concretely the 2-morphisms in Algu2 are
given by elements b ∈ f(1)Bg(1) that are units in the sense that there exists a b′ ∈ g(1)Bf(1)
such that bb′ ≃ f(1) and bb ≃ g(1). Now we have a functor of ∞-categories

Algu2 → PrLω A 7→ Mod(A)

which sends the class of Morita equivalences W to equivalences of ∞-categories. Thus we
get an induced functor

Algu2[W
−1]→ PrLst,ω .

This functor lands in the full subcategory of PrLst,ω consisting of those compactly generated
∞-categories that admit a compact generator, aka monogenic ones.

Proposition 2.11.3. The functor Algu2[W
−1]→ PrLst,ω is fully faithful with essential image

the monogenic stable ∞-categories.

Note that this is a statement about∞-categories. Both categories extend in fact naturally
to (∞, 2)-categories and one could also make a (∞, 2)-categorical statement here. But we will
not attempt to formulate or proof such a statement here to avoid the use of DK-localizations
for (∞, 2)-categories.

Our proof of Proposition 2.11.3 relies on the following statement and will be given below.

Lemma 2.11.4. Let F : C → D be a functor of ∞-categories and W the class of morphisms
send to equivalences by F . Assume that for every pair of objects X, Y ∈ C the induced
functor

colim
Y

≃−→Ŷ
MapC(X, Ŷ )→ MapD(F (X), F (Y ))

is an equivalence. Then the induced functor C[W−1]→ D is fully faithful.
18By an element in a spectrum A we mean a map S→ A or equivalently a point in Ω∞A.
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Proof. Consider the left Kan extension functor L : Fun(C,An) → Fun(C[W−1],An) which
is left adjoint to the fully faithful restriction functor Fun(C[W−1],An) → Fun(C,An). By
general nonsense we have that for every fixed object X the corepresentable functor X ∈
Fun(C,An) is send by L to the corepresentable X ∈ Fun(C[W−1],An). For an arbitrary

object F ∈ Fun(C,An) we construct F̂ ∈ Fun(C,An)

F̂ (Y ) = colim
Y

≃−→Ŷ
F (Ŷ )

and maps from F̂ into any functor G which lies in the image of the restriction

Fun(C[W−1],An)→ Fun(C,An)

(i.e. G sends W to equivalences) are equivalent to maps from F to G. Thus if F̂ has the

property that it sends W to equivalences, then F̂ = L(F ).
We now apply this construction to X ∈ Fun(C,An) and the assumption of the statement

implies that
X̂ ≃ MapD(F (X), F (−))

indeed sendsW to equivalences. Therefore we have that X̂ is given by the left Kan extension,
that the mapping space in C[W−1] which finishes the proof.

Remark 2.11.5. A more explicit description of the colimit colim
Y

≃−→Ŷ
MapC(X, Ŷ ) from the

previous statement is given as the geometric realization of the ∞-category of spans

X → Ŷ
≃←− Y .

This follows using that the ∞-category of such spans is the unstraightening of the functor(
Y

≃−→ Ŷ
)
7→ MapC(X, Ŷ ) .

Proof of Proposition 2.11.3. We want to apply Lemma 2.11.4. To this end we have to show
that the functor

ZigZag(A,B)→ FunsL(Mod(A),Mod(B))≃ (2.3)

is an equivalence after realizing the source, which is the zigzag-category whose objects are
unital algebras. Morphisms are zigzags of the form A → C

≃←− B} with ≃ indicating that
the morphism is a Morita equivalence. A 2-morphism in this category is a diagram

C

��

A

88

&&

B

≃
ff

≃
xx

C ′

where the triangles can are filled by 2-morphisms in Algu2.
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To see that (2.5) is an equivalence we use the construction from Proposition 2.11.2 to
produce a functor in the opposite direction:

FunsL(Mod(A),Mod(B))≃ → ZigZag(A,B) F 7→
(
A→ C(F )

≃←− B
)

where C(F ) = endB(F (A)⊕B), which is clearly functorial in natural equivalences. 19

Now by construction (see the proof of Proposition 2.11.2) we see that the composition

FunsL(Mod(A),Mod(B))≃ → ZigZag(A,B)→ FunsL(Mod(A),Mod(B))≃

is equivalent to the identity. It therefore remains to also show that the composition

|ZigZag(A,B)| → FunsL(Mod(A),Mod(B))≃ → |ZigZag(A,B)|

is homotopic to the identity. To this end, it suffices to construct a zigzag of natural mor-

phisms in ZigZag(A,B) from any span A
φ−→ C

ψ←− B to the induced span A → C(F )
≃←− B

with F the induced functor from the span. Let us first work out what C(F ) is: by definition
it is given by endB(F (A)⊕B) where F is the functor

Mod(A)
φ∗
−→ Mod(C)

ψ∗
←− Mod(B)

induced from the span. Since the right hand functor is an equivalence we have

C(F ) = endB(F (A)⊕B) ≃ endC(φ
∗(A)⊕ ψ∗(B))

with the maps A → C(F ) and B → C(F ) given by the maps A → endC(φ
∗(A)) → C(F )

and B → endC(ψ
∗(B))→ C(F ). Recall that φ∗(A) is a retract of C and ψ∗(B) is a retract of

C as well (see Example 2.10.10). Thus we have maps of non-unital rings endC(ψ
∗(B))→ C

and endC(φ
∗(A)) → C as well as C(F ) = endC(φ

∗(A) ⊕ ψ∗(B)) → endC(C ⊕ C) we now
consider the diagram in Algu2 given as

endC(φ
∗(A)⊕ ψ∗(B))

��

A
i0 //

i0
55

φ

**

endC(C ⊕ C) B
i1

oo

i1
ii

ψ
ttC

i1

OO

where i0 always denotes an ‘inclusion’ into the first summand (i.e. the map on endomor-
phisms obtained by the inclusion) and i1 the inclusion into the second summand. Note that
this a diagram of unital rings and non-unital maps except for the lower left triangle. This

19Note that this functor in fact doesn’t use the 2-morphisms in Algu, so it lands in in the zigzag category
associated with the smaller ∞-category of unital algebras and non-unital maps.
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does not commute, but we claim that there is a 2-morphism in Algu2 filing it. Concretely this
2-morphism is given by the element(

0 idC
0 0

)
∈ endC(C ⊕ C)

which conjugates one map into the other (and in fact lies in the correct summand of endC(C⊕
C)). Alternatively one can also consider the induced diagram on module categories and see
that it commutes (almost all the non-unital rings are generators of Mod(C)). The left
lower triangle commutes since both maps C → endC(C ⊕ C) induced the same functor, as
the corresponding bimodules are both given by C2 with left endC(C ⊕ C)-action and right
C-action. This finishes the proof.

Remark 2.11.6. Given the previous statement, one might ask to which extend the category
of spans A → C

≃←− B without the conjugation 2-morphisms already models the homotopy
type of the space

FunsL(ModH(A),ModH(B))≃,

that is whether the map from the realization of the category of these smaller spans to the
space of strongly left adjoint functors is an equivalence. The proof of the previous proposition
shows that this map admits a section. We however believe that it is not an equivalence, since
we believe that for A = B the two spans

A
id−→ A

id←− A A
i1−→M2(A)

i2←− A

are not equivalent in the realization of the smaller span category. Here i1 and i2 are the
inclusions into the upper left and lower right corner of matrices. But these spans both induce
the identity functor ModH(A)→ ModH(A).

More generally let us denote category of unital algebras and non-unital maps by Algu1.
We believe that the functor Algu1 → PrLst,mono which takes the ∞-category of modules is not
a Dwyer-Kan localization since we see no reason that the two maps

A→M2(A)

in Algu1 become equivalent in the DK localization at the Morita equivalences (we also can’t
prove the opposite though). However, our previous proof shows that the functor

Algu1[W
−1]→ Algu2[W

−1] ≃ PrLst,mono

admits a section.

Now we would like to turn to the case of locally unital rings.

Construction 2.11.7. For a locally unital ring spectrum A = colimAi we consider the
system of idempotents ei = f(1) in A. These define retract diagrams

Aei ↪−→ A↠ Aei
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as left A-modules. Similarly we have retract diagrams

Aei ↪−→ Aej ↠ Ai (2.4)

for i → j in I. The system i 7→ Aei in fact forms a functor from I to the ∞-category of
retracts (where the morphisms are retract diagrams). Then we have that

eiAei = endA+(Aei)

are unital rings and the map eiAei → ejAej for i → j in I extends to non-unital ring map
using the retract diagram (2.4). We then have that A = colim eiAei, that is we may replace
the diagram Ai by the new diagram eiAei to obtain A as a colimit.

Now from an external perspective what we have done is the following: in the category
ModH(A) the object A is a generator, but not compact in general. However, we can write
the A-module A as a filtered colimit A = colimAei where all the maps are part of retract
diagrams and then we get that the non-unital ring A is given by

A = colim−−−→iendA+(Aei) .

But note that endA+(A) ̸= A. So this gives a way of recovering A from the category ModH(A)
together with the filtered diagram i 7→ Aei.

Finally note that if I = N, so that the diagram is sequential we can in fact write A as an
A-module as the direct sum

A =
⊕
i∈N

A(ei − ei−1) e−1 := 0

and so we see that A is then the countable sum of generators and we are exactly in the
situation of the proof of Proposition 2.10.14.

Proposition 2.11.8. For A and B locally unital every strongly left adjoint functor F :
ModH(A) → ModH(B) is induced by a zig-zag A → C

≃←− B of locally unital rings where
B → C is a Morita equivalence.

Proof. We consider the filtered diagrams

A = colimi∈I Aei B = colimj∈J Bej

in ModH(A) and ModH(B) as in Construction 2.11.7. We can assume without loss of gen-
erality that I = J , e.g. by passing to the product. Now we define

C := colimI endB+(F (Aei)⊕Bei)

where i 7→ F (Aei)⊕Bei also forms a retract style diagram in ModH(B). Again the elements
F (Aei) ⊕ Bei are compact generators since F is strongly left adjoint and the Bei already
form a generating set. Thus we have that

ModH(B) ≃ ModH(C)
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induced by the map B → C induced by the split inclusion Bei → F (Aei) ⊕ Bei. Similarly
we have a map

endA+(Aei)→ endB+(F (Aei))→ endB+(F (Aei)⊕Bei)

which induces the functor F .

We would like to combine Propositions 2.10.14 and 2.11.8 into DK localization statement
similar to Proposition 2.11.3. To this end we define a 2-morphism between non-unital maps
f, g : A → B of non-unital ring spectra generally as a natural transformation of induced
functors

f ∗, g∗ : ModH(A)→ ModH(B) .

We will use this for H-unital and for locally unital ring spectra and using the invertible
2-morphisms define ∞-categories Alglu2 and AlgH2 . Again, similar to the case Algu2 these are
the (∞, 1)-cores of very natural (∞, 2)-categories which are the more canonical objects. But
for simplicity we will restriction to the ∞ = (∞, 1)-categorical realm here.

Theorem 2.11.9. The functors

Alglu2 → PrLω and AlgH2 → PrLdual .

given by ModH are Dwyer–Kan localizations.

In order to prove this Theorem we need the following auxiliary construction.

Construction 2.11.10. Let R be a non-unital ring spectra. We want to define another
non-unital ring spectrum Mn(R) of n × n-matrices over R. As a spectrum this is simply
given as Rn2

but we would like to give it a non-unital ring structure. To this end we consider
the unital ring spectra Mn(R

+) of n×n-matrices over the unitalizations R+ and Mn(S) over
the sphere.

The morphism R+ → S induced a map of ring spectra

Mn(R
+)→Mn(S)

and we define Mn(R) to be the fiber.

Lemma 2.11.11. 1. The map ik : R→Mn(R) given by inclusion into the k-th diagonal
entry is a Morita equivalence and all the functors

i∗k : ModR →Mn(R)

are equivalent.

2. If R is locally unital, then so is Mn(R).

3. If R is H-unital, then so is Mn(R).
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Proof. TO BE WRITTEN

Proof of Theorem 2.11.9. Let us first prove the case of locally unital rings. We proceed
similar to the proof of Proposition 2.11.3, namely we want to apply Lemma 2.11.4. To this
end we have to show that the functor

ZigZag(A,B)→ FunsL(Mod(A),Mod(B))≃ (2.5)

is an equivalence after realizing the source, which is the zigzag-category whose objects are
locally unital algebras. We use the construction from Proposition 2.11.8 to produce a functor
in the opposite direction:

FunsL(Mod(A),Mod(B))≃ → ZigZag(A,B) F 7→
(
A→ C(F )

≃←− B
)

where C(F ) = colim endB+(F (Aei)⊕Bei), which is clearly functorial in natural equivalences.
Note that we fix A = colimI Aei and B = colimI Bei once and for all. The composition

FunsL(Mod(A),Mod(B))≃ → ZigZag(A,B)→ FunsL(Mod(A),Mod(B))≃

is by construction equivalent to the identity and it remains to also show that the composition

|ZigZag(A,B)| → FunsL(Mod(A),Mod(B))≃ → |ZigZag(A,B)|

is homotopic to the identity. We proceed exactly as in the proof of Proposition 2.11.3 and

note that for a given zig-zag A
φ−→ C

ψ←− B we have that

C(F ) = colim endB+(F (Aei)⊕Bei) ≃ colim endC+(φ∗(Aei)⊕ ψ∗(Bei))

and we consider the natural diagram

colim endC+(φ∗(Aei)⊕ ψ∗(Bei))

��

A
i0 //

i0
33

φ

++

M2(C) B
i1

oo

i1
kk

ψ
ssC

i1

OO

2.12 The symmetric monoidal structure on PrLca.

The characterisation of stable and compactly assembled categories as dualizable objects
suggests that the tensor product on PrL descends to one on PrLca, although it doesn’t directly
imply it (since it only works in the stable case, and doesn’t say anything about morphisms).
We first prove the following lemma:
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Lemma 2.12.1. 1. A presentable category is compactly assembled if and only if we find
compactly generated C ′ and a pair of adjoint functors

C C ′
L

R

⊣

where both L and R are in PrL, and L is fully faithful.

2. A left adjoint functor F : C → D between compactly assembled categories is compactly
assembled if and only if we find a diagram

C C ′

D D′

L

F
R

F ′

L

R
⊣

⊣

where all morphisms are in PrL, C ′ and D′ are compactly generated, F ′ preserves
compact objects, and the left adjoint functors L are fully faithful.

Proof. We essentially know the first statement already: Retracts of compactly generated
categories are compactly assembled, and in the other direction any compactly assembled
category comes with the adjunction ȷ̂ : C ⇄ Ind(Cω1) : k where ȷ̂ is fully faithful. Naturality
of this also proves one direction of the second statement, since a compactly assembled F :
C → D commutes with ȷ̂ and k, see Proposition 2.6.1 and Lemma 2.1.36.

For the final step, assume we have a diagram as in the statement of (2). The functors L
have a filtered-colimit-preserving right adjoint, so they preserve compact morphisms. They
also detect compact morphisms: Since L is fully faithful and preserves colimits, to test
whether a morphism is compact in C (or D), we may test this after applying L. Since F ′

preserves compact morphisms, this shows that F preserves compact morphisms.

Essentially, this lemma says that objects and morphisms in PrLca are characterized as
nicely controlled retracts of objects and morphisms in PrLω , formed in PrL, since fully faith-
fullness of L implies RL ≃ id. Although we will not need this here, we have learned from
Maxime Ramzi that in the stable case, compactly assembled functors (i.e. internal left ad-
joints to PrLst) are even closed under arbitrary retracts in PrLst, which follows from the more
general 2-categorical statement [Ram, Lemma 1.45].

Proposition 2.12.2. The tensor product of PrL restricts to a symmetric-monoidal struc-
ture on PrLca, characterized by corepresenting functors C × D → E which are “bi-compactly
assembled”: They preserve colimits in each variable, and take f × g to compact morphisms
whenever f and g are compact.

Proof. The tensor product of compactly generated categories is compactly generated. This
follows from the fact that Catrex(κ)∞ also admits a tensor product (where κ-small colimit
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preserving functors out of C0 ⊗ D0 correspond to functors out of C0 × D0 which preserve
κ-small colimits in each argument), see [Lur17a, Section 4.8.1] for a much more general
statement. By checking universal properties, one directly sees

Indκ(C0)⊗ Indκ(D0) ≃ Indκ(C0 ⊗rex(κ) D0).

It follows that tensor products of compactly assembled ∞-categories stay compactly assem-
bled, due to the characterisation as retracts of compactly generated categories.

For morphisms, we argue similarly: A pair of adjoint functors L : C ⇄ D : R where the
left adjoint is fully faithful stays such after tensoring with some E , since it is characterized
by natural transformations LR → id and id → RL, the latter of which is an equivalence.
Now take F : C → D compactly assembled and E compactly assembled. The previous lemma
gives adjunctions

E E ′ C C ′

D D′

F F ′

⊣ ⊣
⊣

with C ′,D′ and E ′ compactly generated, and F ′ compact-object preserving. Tensoring and
composing, we obtain a diagram

C ⊗ E C ′ ⊗ E ′

D ⊗ E D′ ⊗ E ′
F⊗id F ′⊗id

⊣
⊣

This shows that F ⊗ id is also compactly assembled.
Finally, for the universal property, we consider C,D compactly assembled and adjunctions

C ⇄ C ′ and D ⇄ D′ with fully faithful left adjoints as above. In the diagram

C × D C ′ ×D′

C ⊗ D C ′ ⊗D′

⊗ ⊗

⊣
⊣

we see that the top horizontal inclusion takes a pair of compactly assembled morphisms to a
morphism in C ′×D′ factoring through a pair of compact objects. Since the bottom horizontal
functor detects compact morphisms, this shows that C ×D → C ⊗D takes pairs of compact
morphisms to compact morphisms. This also shows that a compactly assembled functor
C ⊗D → E gives rise to a “bi-compactly assembled” functor C ×D → E . Finally, we need to
prove that, given a functor C ⊗ D → E for which C × D → E is “bi-compactly assembled”,
the functor C ⊗ D → E is compactly assembled. Since such a functor in particular restricts
to a functor

Cω1 ×Dω1 → Eω1 ,
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we obtain a diagram

C ⊗ D Ind(Cω1)⊗ Ind(Dω1)

E Ind(Eω1)

⊗ ⊗

⊣
⊣

This exhibits the functor C ⊗ D → E as compactly assembled.

Corollary 2.12.3. For any compactly assembled ∞-category C and every locally compact
Hausdorff space X the ∞-category Shv(X; C) is compactly assembled.

Proof. According to Proposition 2.2.20 we find that sheaves of anima is compactly assembled.
Then the claim follows from the assertion that

Shv(X; C) = Shv(X; An)⊗ C

which is Proposition 2.8.7 combined with Proposition 2.12.2.

Lemma 2.12.4. For compactly assembled C,D, let S be the class of morphisms in FunL(C,D)
consisting of all η : F → G with the property that for any compact morphism X → Y in C,
we have that the composite F (X)→ G(Y ) in the square

F (X) G(X)

F (Y ) G(Y )

ηX

ηY

is compact. Then S forms a precompact ideal.

Proof. S is clearly an ideal and contains the identity on the initial object. The pushout
condition is also easily seen.

For the accessibility, we take a diagram of Fα, α ∈ [0, 1] ∩Q, such that for any compact
x → y and any α < α′, the composite Fα(x) → Fα′(y) is compact. We need to prove that
F0 → F1 factors through some κ-compact G where κ is independent of the choice of Fα.
We take G = colimα<1 Fα. For X ω1-compact, we may write X = colimXn along compact
maps. Using any sequence αn tending to 1 from below, we see that

G(x) = colimn Fαn(Xn)

is a sequential colimit along compact maps, hence ω1-compact. This proves that G takes ω1-
compact objects to ω1-compact objects. Since C is ω1-compactly generated, G is κ-compact
in FunL(C,D) for some κ only depending on the size of Cω1 .

Definition 2.12.5. For compactly assembled C,D, we define an internal Hom by

Homca(C,D) = (FunL(C,D), S)ca,

with S as above.
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Lemma 2.12.6. This is actually an internal Hom, i.e.

Funca(C,Homca(D, E)) ≃ Funca(C ⊗ D, E).

Proof. By the universal property of compactly assembled cores, the left hand side agrees
with the full subcategory of FunL(C,FunL(D, E)) on all functors taking compact morphisms
into S, i.e. under the adjunction to FunbiL(C ×D, E) to all functors taking pairs of compact
morphisms to compact morphisms. But this is the same as Funca(C ⊗D, E) by the previous
lemma.

Example 2.12.7. The compact full subcategory of compact objects in Homca(C,D) agrees
with Funca(C,D). This is either seen by looking at Funca(An,Homca(C,D)) = Funca(An ⊗
C,D), or directly by observing that the compact objects of (C, S)ca are exactly given by those
objects of C whose identity lies in S, which in the case of Homca(C,D) gives exactly those
functors F ∈ FunL(C,D) which preserve compact morphisms.

Example 2.12.8. If C is already compactly generated, η : F → G in FunL(C,D) is in S if
and only if η : F (X)→ G(X) is compact for each Cω, i.e. S consists exactly of the pointwise
compact morphisms in Funrex(Cω,D). If D is also compactly generated, those are exactly
the morphisms which factor pointwise through a compact object. It does still not follow
that Homdual(C,D) agrees with Ind(Funrex(Cω,Dω), since such a natural transformation does
not necessarily factor through a pointwise compact functor. For C = Mod(A) and D =
Mod(B), FunL(C,D) = BiMod(B,A), and this unwinds to the following: S consists of those
morphisms of bimodulesM →M ′ for whichM⊗AN →M ′⊗AN factors through a compact
B-module for each N , which does not necessarily agree with those M → M ′ which factor
through a B-A bimodule which is compact as B-module.

Proposition 2.12.9. The symmetric monoidal structure on PrLca induces a closed symmetric
monoidal structure on PrLdual such that the functor

−⊗ Sp : PrLca → PrLdual

is strong symmetric monoidal and such that the fully faithful inclusion PrLdual → PrLca is
closed, that is preserves inner homs.

Proof. One checks immediately that ⊗ and Homca restrict to stable compactly assembled
categories.

We will denote the inner hom in PrLdual also by Homdual to make clear that we are in the
stable setting (although it agrees with Homca).

Definition 2.12.10. A dualizable, stable ∞-category C is called smooth if the functor
Sp → C∨ ⊗ C is strongly left adjoint. It is called proper if the functor C∨ ⊗ C → Sp is
strongly left adjoint.
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Proposition 2.12.11. The smooth and proper dualizable stable ∞-categories are precisely
the dualizable objects of PrLdual. For a smooth and proper dualizable ∞-category C we have
for any dualizable stable ∞-category D

Homdual(C,D) ≃ FunL(C,D)

in particular, the dual of C in PrLdual agrees with the dual in PrL.

Proof. The functor PrLdual → PrL is strong symmetric monoidal, thus preserves dualizable
objects, duals and inner homs out of dualizable objects.

Example 2.12.12. One interesting example is Homdual(Sp∧
p , Sp). We have FunL(Sp∧

p , Sp) =
Sp∧

p , for example since Sp∧
p is compactly generated and (Sp∧

p )
ω is the category of compact

p-power torsion spectra, which agrees with its opposite (along Spanier-Whitehead duality,
i.e. map(−,S)). Indeed, the equivalence takes X ∈ Sp∧

p to the functor Sp∧
p → Sp taking

Y 7→ fib(X ⊗ Y → X ⊗ Y [1/p]).
Now by definition Homdual(Sp∧

p , Sp) is given by (Sp∧
p , S)

ca where S consists of the class
of morphisms X → X ′ for which X ⊗ Y → X ′ ⊗ Y is compact in Sp for all compact p-
power torsion spectra Y . Since those are generated as a stable subcategory by S/p, it agrees
furthermore with (Sp∧

p , S
′)ca where we take S ′ to be all X → X ′ where X/p → X ′/p is

compact (yet another choice would be those where X/pn → X ′/pn is compact for all n).

Recall that Ñuc(Zp) was similarly defined as (D(Z)∧p , S)ca for the class of morphisms
X → X ′ where X/pn → X ′/pn is compact for each n (and we could have shown that n = 1
suffices, actually). So we define

Ñuc(Sp) := Homdual(Sp∧
p , Sp).

Note that we can’t directly write this as limit analogous to the Z case, since S/pn is not a
ring20. Similarly, we can’t write the Zp case as Homdual since we would need a D(Z)-linear
version of Homdual. This will be one of our next goals.

Note that the compact objects in Ñuc(Sp) are given by the full subcategory of Sp∧
p on

those X where X/p is compact. These agree with the compact S∧
p -modules. However, we

also have objects such as

colimα∈Q j
⊕̂

n≥1
S∧
p ∈ Ind(Sp∧

p )

where the map from α→ α′ is given on the n-th summand by multiplication with p⌊α
′n⌋−⌊αn⌋.

This is an S-exhaustible object, hence an ω1-compact object in Ñuc(Sp∧
p ), but it can’t be

written as colimit of compact objects since none of the maps factor through a compact
S∧
p -module.

Remark 2.12.13. Harr [Har23b] has recently shown that under a hypercompleteness as-
sumption on a locally compact Hausdorff space X, if the category Shv(X; Sp) is smooth,
then X is finite, c.f. Theorem 0.2 of op. cit. In other words, spectral sheaves on such spaces
are almost never smooth.

20There is of course a free E1-ring S//pn, but this is yet another description, since Z//pn ̸= Z/pn even
over Z
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Chapter 3

Continuous K-Theory

K-theory is by now a very classical topic. It all started with Whitehead’s definition of
the group K1(R) for a ring R (he had more specifically group rings in mind coming from
applications to simple homotopy theory). Then later Grothendieck defined the group K0(R)
for a ring or more generally for schemes. In the 70’s Quillen managed to define a connective
K-theory spectrum k(R) ∈ Sp with π0(k(R)) = K0(R) and π1(k(R)) = K1(R). Quillen
realized that K-theory really is an invariant associated with categories; nowadays usually
one of small stable ∞-categories, with

k(R) = k(Dperf(R)) .

Several people, including Bass and Thomason, realized in various contexts that a non-
connective version of K-theory is in fact needed. In the following we will denote connective
K-theory by k and its non-connective variant by K. The purpose of this section is to re-
view these definitions and their properties and extend K-theory to become an invariant of
compactly assembled ∞-categories. That this is possible is an insight of Efimov.

3.1 Connective algebraic K-theory

In this section we would like to recall the definition of the (connective) algebraic K-theory
of stable ∞-categories C or more generally ∞-categories with finite colimits. We will treat
the non-connective version in the following section. The relation between these is that there
is a map

k(C)→ K(C)

which induces an isomorphism on πi for i > 0 and an injection on π0. The map on π0 is
an isomorphism precisely of C is idempotent complete, so that in this situation k(C) is the
connective cover of K(C). Our main interest lies in non-connective K-theory, but we shall
define it using the connective version.

Construction 3.1.1. For any ∞-category C with pushouts we define another ∞-category
coSpan(C) which is informally given as follows: Objects are objects of C. A morphism from
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X to Y in coSpan(C) is given by a cospan

W

X

>>

Y

``

A 2-morphism between spans is given by a diagram of the form

W

≃

��

X

==

!!

Y

aa

~~

W ′

Note that the vertical maps are required to be equivalences (otherwise we would get an (∞, 2)-
category. Higher morphisms are similarly defined. Composition of morphisms is defined by
taking pushouts and identities are given by the cospan X → X ← X where both morphisms
are the identity on X.

If C also admits an initial object and hence finite coproducts, then coSpan(C) inherits a
symmetric monoidal structure given by the coproduct of C. Note that this is typically not
a coproduct in coSpan(C) anymore. We will not give a rigorous definition here but instead
refer the reader to [Bar17].

Definition 3.1.2. Let C be a small ∞-category with finite colimits. Then we define k(C)
as the connective spectrum associated with the E∞-group Ω| coSpan(C)|. The K-groups are
defines as kn(C) := πn(k(C)) for n ≥ 0.

Since coSpan(C) is an E∞-monoid in Cat∞ (a symmetric monoidal ∞-category), the
realization also inherits the structure of an E∞-monoid and thus its loopspace is an E∞-
group. But note that | coSpan(C)| is in fact connected, since for every object X there is the
cospan X = X ← ∅. Thus in fact | coSpan(C)| is already an E∞-group.

Proposition 3.1.3. We have that k0(C) is the free abelian group generated by isomorphism
classes [X] of objects of C modulo the relation that

[A] + [D] = [C] + [B]

for a pushout
A //

��

B

��

C // D

in C and [∅] = 0.

Proof. The proof will be given in the appendix 3.1.1 to this section.
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Remark 3.1.4. The cospan perspective in this generality is due to Raptis and Steimle
[RS18] and was shown by them to be equivalent to older definitions (notably the one using
Waldhausen’s S•-construction).

One can generalize the definition slightly, where instead of an ∞-category with finite
colimits, C is an (unpointed) Waldhausen∞-category. This is an∞-category C with a chosen
class of morphisms called cofibrations (satisfying certain axioms, e.g. existence of pushouts
along cofibrations). Then one can similarly define a connective K-theory spectrum using a
modified definition of | coSpan(C)| where we require the left leg of a cospan to be a cofibration.
This applies for example to an abelian category (with cofibrations the monomorphisms) or
its finitely generated projective objects (with cofibrations the split monomorphisms). We
shall however not need this generality here.

Example 3.1.5. Let F,G : C → D be two functors preserving finite colimits. Then the
functor F ⨿G given by the pointwise coproduct of F and G also preserves finite coproducts,
and the induced map

k(F ⨿G) : k(C)→ k(D)
is given by k(F ) + k(G). This follows since as functors coSpan(C) → coSpan(D) it is true
that F ⨿ G is the pointwise tensor product of F and G. One can also express this in a
more fancy way by noting that the category Catrex∞ is semiadditive (i.e. finite coproducts
and finite products agree). (Connective) Spectra also form a semiadditive category and the
functor k : Catrex∞ → Sp≥0 preserves products (as is obvious from the definition). Thus it
also preserves addition on mapping spaces, which is given by ⨿ and + respectively.

Example 3.1.6 (Eilenberg swindle). Assume that a small ∞-category with finite colimits
admits a colimit preserving functor F : C → C such that F ⨿ idC ≃ F . Then k(C) = 0.
Indeed, the functor F induces a map of spectra f : k(C)→ k(C) such that f + id = f . But
we are in an additive (i.e. grouplike) setting, so this gives id = 0 on k(C). Note that this
happens whenever C has countable colimits; then we can take the functor

F : C → C X 7→
∐
N

X .

We conclude that k(C) = 0 for ∞-categories C with countable colimits.

Proposition 3.1.7. The functor
k : Catrex∞ → Sp

commutes with filtered colimits.

Proof. Recall that filtered colimits in Catrex∞ are computed in Cat∞. It is clear that for such
a filtered colimit C = colim Ci we have an equivalence in Cat∞ (or equivalently in symmetric
monoidal categories, as their filtered colimits are also formed underlying):

colim coSpan(Ci) ≃ colim coSpan(C).

This follows by examining the construction. Namely, the n-th level of coSpan(C) as a
complete Segal space is given by the union of path components of the mapping space
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MapCat∞(Tw[n], C) of those functors which send every square in Tw[n] to a pushout. Here
Tw[n], the twisted arrow category of the poset [n], comes from a finite simplicial set and
is hence a compact object in Cat∞, so that MapCat∞(Tw[n],−) preserves filtered colimits,
and since we chose path components of this space via a colimit condition, we can just pull
the filtered colimit right through. Now the realization functor as well as the functor Ω also
commute with filtered colimits, which finishes the proof.

Lemma 3.1.8. The full subcategory Catrex,pt∞ ⊆ Catrex∞ on pointed categories is a left Bousfield
localization, with left adjoint given by

(−)+ := Anfin
∗ ⊗− : Catrex∞ → Catrex,pt∞ .

We can also describe C+ ⊆ Ind(C)∗ as the full subcategory generated under finite colimits
by the image of C ⊆ Ind(C) → Ind(C)∗. Moreover, if C already has a final object ∗, then
C+ = C∗/.

Proof. Recall the closed symmetric monoidal structure on Catrex∞ from e.g. [Lur17a, 4.8.1];
the unit is given by Anfin, the inner hom by Funrex(−,−), and by definition we have an
equivalence

Funrex(C ⊗ D, E) ≃ Funrex,rex(C × D, E)

where the right hand side denotes the full subcategory of functors preserving finite colimits
in both variables separately. Now Anfin

∗ is the free pointed finitely cocomplete category on
one generator, in the sense that Funrex,pt(Anfin

∗ ,D) ≃ D by evaluating at S0. The remaining
points are as follows:

1. Anfin
∗ ⊗ C is pointed for any C ∈ Catrex∞ .

To see this, we will use the following almost tautological characterization: C ∈ Catrex∞
is pointed if and only if the functor C → ∗ admits both adjoints, and the adjoints
agree. This is clearly satisfied for Anfin

∗ , so in particular both adjunctions are internal
to Catrex∞ , and thus preserved by C ⊗ −. In other words, C ⊗ Anfin

∗ → C ⊗ ∗ = ∗ also
has both adjoints and they agree, proving that C ⊗ Anfin

∗ is pointed.

2. Anfin
∗ ⊗− is left adjoint to the inclusion.

For C ∈ Catrex∞ and D ∈ Catrex,pt∞ we now have natural equivalences

Funrex,pt(C ⊗ Anfin
∗ ,D) ≃ Funrex(C,Funrex,pt(Anfin

∗ ,D)) ≃ Funrex(C,D).

3. Suppose C ∈ Catrex∞ admits a final object ∗. Then Anfin
∗ ⊗ C = C∗/.

Since C∗/ is pointed, we obtain by a unique pointed right exact functor Anfin
∗ ⊗C → C∗/

extending C → C∗/, c 7→ c ⊔ ∗. Now we already know that in the presentable world
the statement is true, i.e. that Ind(C/∗) = Ind(C)∗ = An∗ ⊗ Ind(C), see e.g. [Lur17a,
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4.8.1.21]. Moreover, we have that Ind : Catrex∞ → PrL is strong symmetric monoidal by
[Lur17a, 4.8.1.10], hence we obtain a commutative diagram

C Anfin
∗ ⊗ C C∗/

Ind(C) Ind(Anfin
∗ ⊗ C) Ind(C∗/) Ind(C)∗

An∗ ⊗ Ind(C)

≃

≃ ≃

which shows that the comparison functor Anfin
∗ ⊗ C → C∗/ is fully faithful. (The

bottom left triangle commutes by symmetric monoidality of Ind, and the bottom right
triangle commutes since the diagonal equivalence is the unique functor that makes
Ind(C) → Ind(C)∗ factor over Ind(C) → An∗ ⊗ Ind(C), which the other composite
already satisfies). To see essential surjectivity, note that for any pointed object ∗ x−→ X
in C∗/ we have a pushout diagram in C∗/:

∗ ⊔ ∗ ∗

X ⊔ ∗ (X, x)

x⊔∗ ⌟

Now the objects in the span are all in the image of C → C∗/, hence also in the image
of Anfin

∗ ⊗C → C∗/. Moreover, since the latter functor is fully faithful, we can then lift
the whole span into Anfin

∗ → C, take the pushout there, and see that it maps to (X, x)
by right exactness.

4. Let C+ ⊆ Ind(C)∗ denote the full subcategory generated under finite colimits by the
image of ϕ : C ⊆ Ind(C)→ Ind(C∗). Then C+ ≃ Anfin

∗ ⊗ C.
Clearly C+ ∈ Catrex,pt∞ , and C → C+ is right exact. As above, we have the commutative
diagram

Anfin
∗ ⊗ C Ind(Anfin

∗ ⊗ C) An∗ ⊗ Ind(C)

C Ind(C) Ind(C)∗

C+

≃

≃

Thus Anfin
∗ ⊗ C is also a full subcategory of Ind(C)∗ containing the image of ϕ, and

we obtain a fully faithful g : C+ → Anfin
∗ ⊗ C which commutes with the maps from C.

However, by the universal property of Anfin
∗ ⊗ C, we see that C → C+ must also factor

uniquely through a map f : Anfin
∗ ⊗ C → C+. Now by construction gfη = η, hence gf

is the identity on Anfin
∗ ⊗ C, and in particular g is also essentially surjective.
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The following result has been shown by Raptis-Steimle in the special case C = An/X for
X compact.

Proposition 3.1.9. For every ∞-category with finite colimits the functor C → C+ (unit of
the adjunction) induces an equivalence k(C)→ k(C+).

Proof. We first assume that C admits a terminal object ∗, so that C+ = C∗/. To prove that
k(C)→ k(C+) is an equivalence it suffices to show that the functor

coSpan(C)→ coSpan(C+)

induces an equivalence of anima after geometric realization (since equivalence of E∞-groups
can be detected on underlying anima). We have a functor back C+ → C that forgets the
basepoint which preserves pushouts (but not the initial object or coproducts). Now we
consider the composition

C+ → C → C+ X 7→ X ⊔ ∗

which comes with a canonical natural transformation ∗ ⊔ − ⇒ − to the identity functor
induced by the basepoint of X. Similarly, the composition

C → C+ → C X 7→ X ⊔ ∗

comes with a natural transformation− ⇒ −⊔∗. Now we note that the∞-category coSpan(C)
without its E∞-structure is functorial in pushout preserving functors since we only need
pushouts for the definition and not arbitrary finite colimits.

Moreover, we claim that coSpan(−) is also 2-functorial in “cocartesian natural transfor-
mations“, where we demand every naturality square to be a pushout. Indeed, suppose that
F,G : C → D are functors in Catrex∞ and α : F ⇒ G is such a natural transformation. Then
we can view α as a functor α̃ : C × [1] → D which is still in Catrex∞ (note that [1] has all
colimits). Now coSpan(−) preserves products, and coSpan([1]) is the retract category hence
still weakly contractible. So on realizations we obtain a commutative diagram

| coSpan(C)|

| coSpan(C)| × | coSpan([1])| | coSpan(D)|

| coSpan(C)|

≃

| coSpan(F )|

| coSpan(α̃)|

≃

| coSpan(G)|

In other words such natural transformations α : F ⇒ G give us homotopies | coSpan(F )| ≃
| coSpan(G)|. Applying this to our situation from above, we obtain functors

| coSpan(C+)| → | coSpan(C)| and | coSpan(C)| → | coSpan(C+)|
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such that both compositions are homotopic to the identities, hence they are mutually inverse
homotopy equivalences, as desired.

Now for an arbitrary object C in Catrex∞ we claim that it can be written as a filtered
colimit

C = colimX∈C C/X
in Catrex∞ of slices C/X along the finite colimit preserving postcomposition functors C/X → C/Y
for X → Y in C. Note that C is filtered since it has all pushouts. To see that C is equivalent
to this colimit we note that since we can compute this colimit in Cat∞, it can be written as
the Dwyer-Kan localization of the Grothendieck construction of the functor

X ∈ C 7→ C/X

at the coCartesian edges. This Grothendieck construction is equivalent the cocartesian
fibration given by the target projection t : Ar(C) → C, where coCartesian edges are given
by those squares inverted by the source projection, i.e. where the top map is an equivalence.
The source projection admits the fully faithful right adjoint given by the identity section
C ⊆ Ar(C), c 7→ idc, and is therefore precisely the localization we are looking for. In other
words, the source projection exhibits C as the left Bousfield (in particular Dwyer-Kan)
localization of Ar(C) at the t-cocartesian edges, and thus as the colimit of X 7→ C/X .

Now both source and target of the natural transformation k((−)+) → k induced by
id → (−)+ preserve filtered colimits (c.f. Proposition 3.1.7), and it is an equivalence on all
categories admitting a final object, hence the above discussion shows that it is always an
equivalence.

Construction 3.1.10. Let C be any∞-category with finite colimits. We define the Spanier–
Whitehead category of C as

SW(C) := colim(C+
Σ−→ C+

Σ−→ · · · )

where the colimit is taken along the functor Σ defined as Σ(X) = ∗ ⨿X ∗. Note that this is
a colimit in Cat∞ but also in Catrex∞ .

Analogously to Lemma 3.1.8, one can show the following:

Lemma 3.1.11. The full subcategory Catex∞ ⊆ Catrex∞ on stable categories is a left Bousfield
localization, with left adjoint given by

SW = Spfin⊗− : Catrex∞ → Catex∞.

We can also describe SW(C) ⊆ Sp(Ind(C)) = Ind(C) ⊗ Sp as the full stable subcategory
generated by the image of C ⊆ Ind(C)→ Sp(Ind(C)).

Proposition 3.1.12. The functor C → SW(C) induces an equivalence

k(C)→ k(SW(C)) .
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Proof. Since SW(C) is defined as a filtered colimit it suffices by Proposition 3.1.7 and Propo-
sition 3.1.9 to check that Σ : C+ → C+ induces an equivalence

k(C)→ k(C).

As a consequence of additivity (see [HLS23] for a modern treatment in the stable case, or
use a subdivision argument to compare the cospan-Q-construction with the Waldhausen S-
construction and use Waldhausen’s original additivity theorem [?, Theorem 1.4.2]), one sees
that this map is in fact given by multiplication with −1 on the level of spectra, hence an
equivalence.

Let C ⊆ D be an inclusion of ∞-categories with finite colimits which is an equivalence
after idempotent completion, that is C → D is fully faithful and every object of D is a retract
of an object in the image. These are also called dense inclusions.

Proposition 3.1.13 (Cofinality). Let C → D be a dense inclusion. Then ki(C)→ ki(D) is
an isomorphism for i > 0 and an injection for i = 0. Moreover, the class [D] ∈ k0(D) of
an object D ∈ D lies in the image precisely if for some n ≥ 0 the object Σn(D+) lies in the
image of C+ → D+.

Note that if C → D is an dense, exact inclusion of stable ∞-categories then this allows
us to use k-theory to exactly determine the objects in the image. We will reduce to general
case to the stable case.

Proof. We first claim that SW(C) → SW(D) is also a dense inclusion. This follows since
Ind(SW(C)) = Sp⊗ Ind(C) = Sp⊗ Ind(D) = Ind(SW(D)). Thus the result follows from the
‘classical’ cofinality result for stable ∞-categories, see e.g. [HLS23] for a modern treatment.
Note that the last assertion then follows from the stable result as well.

One could also ask for a stronger statement, namely if we can use K-theory to determine
whether objects D ∈ D actually lie in (the essential image of) C ⊆ D. A necessary condition
is that the class [D] ∈ k0(D) lies in the image. This is true if C and D are stable, but in
the unstable case this is not sufficient as it only guarantees by the previous result that a
suspension of D lies in the image. There are examples of finitely dominated anima that
are not finite. But after suspending twice every finitely dominated anima becomes simply
connected (and still finitely dominated) and it is an insight of Wall that such anima are
actually finite. Abstractly his result can be formulated as follows:

Theorem 3.1.14 (Wall finiteness obstruction). Let C ⊆ D be a dense inclusion in Catrex∞ .
Then an object D ∈ D lies in C precisely if the essential image of [idD] ∈ k0(D/D) lies in the
image of k0(C/D)→ k0(D/D).

Proof. [Lur14, Lecture 15].
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Example 3.1.15. Consider Anfin ⊆ Anω. Then a connected finitely dominated anima
X ∈ Anω≥1 lies in the essential image precisely if

idX ∈ k0(An
ω
/X) = k0((Sp

X)ω)

lies in the image of
k0(An

fin
/X)→ k0(An

ω
/X) = k0((Sp

X)ω).

Since X is connected, Anfin
/X is generated under finite colimits by ∗ → X. One then easily

computes that k0(An
fin
/X) = k0(An

fin) = Z using Proposition 3.1.3. Moreover, recall that

SpX ≃ Mod(S[ΩX]) by Schwede-Shipley, hence (SpX)ω = Perf(S[ΩX]), and k0((Sp
X)ω) =

k0(Z[π1X]). Thus the question becomes whether a certain element in

k̃0(Z[π1X]) := k0(Z[π1X])/Z

vanishes. This element is the classical Wall finiteness obstruction.

3.1.1 Appendix: Proof of Proposition 3.1.3

Let C be an ∞-category with chosen object 0, and assume that for each object X we have
chosen morphisms

aX : X → 0

bX : 0→ X

(In particular, C is weakly connected.)

Definition 3.1.16. In the above situation, we define a group G(C) as follows:

• Generators are given by endomorphisms of 0 in C.

• Relations are given as follows: For every pair f : 0→ X and g : X → 0, we require

[gf ] = [gbX ][aXbX ]
−1[aXf ].

Lemma 3.1.17. The group G(C) agrees with π1|C| = π1(|C|, 0).

Proof. We construct morphisms in both directions and show they are mutually inverse. We
clearly have a homomorphism G = G(C) → π1|C|. Indeed, we map every generator [f ] to
the corresponding endomorphism f : 0 → 0, and observe that the relations hold in π1|C|,
since in C we have

(gbX) ◦ (aXbX)−1 ◦ (aXf) = gbXb
−1
X a−1

X aXf = gf.

To get a map π1|C| → G it is enough to construct a functor C → BG, since BG is a groupoid.
The map on objects is clear, on morphisms we send f : X → Y to

[aY fbX ] · [aXbX ]−1 .
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We have to check that this is compatible with composition and identities. Identities are
clear, for composition we have to check that for f : X → Y , g : Y → Z we have

[aZgfbX ][aXbX ]
−1 = [aZgbY ][aY bY ]

−1[aY fbX ][aXbX ]
−1 (3.1)

in G. Using the defining relation of G for the pair of morphisms fbY and aZg, we get

[aZgfbY ] = [aZgbY ][aY bY ]
−1[aY fbY ],

which is directly equivalent to equation 3.1.
Now note that the composite

G→ π1|C| → G

is an isomorphism: if f is already an endomorphism of 0, then

[a0fb0][a0b0]
−1 = [a0][f ][b0][b0]

−1[a0]
−1 = [a0][f ][a0]

−1,

so the composite is just conjugation by [a0] on G. If we show that G → π1|C| is surjective,
it follows that both maps are isomorphisms.

Every endomorphism of 0 in |C| is represented by a zigzag of morphisms fng
−1
n fn−1g

−1
n−1 · · · f0g−1

0

in C, ending and starting in 0. Let fn : Xn → Yn+1 and gn : Xn → Yn. Then the above
zigzag represents the same morphism as the zigzag

a−1
0 f ′

n(g
′
n)

−1 · · · f ′
0(g

′
0)

−1a0

with fi = aYi+1
fibXi

, gi = aYigibXi
. All of these morphisms are endomorphisms of 0, so they

lie in the image of G→ π1|C|.

Corollary 3.1.18. The abelianisation of π1|C| (in particular, π1|C| itself if C admits a
monoidal structure with unit 0) admits a presentation as an abelian group, with:

• Generators given by endomorphisms of 0.

• Relations given by, for each pair of morphisms f : 0→ X and g : X → 0, the relation

[gf ] + [aXbX ] = [gbX ] + [aXf ].

Remark 3.1.19. It is not really necessary to fix choices of aX , bX : We can more symmet-
rically state Corollary 3.1.18 as follows:

• Generators are given by endomorphisms of 0.

• For every object X, and every choice of maps f, f ′ : 0 → X and g, g′ : X → 0, the
“cut-and-paste” relation

[gf ] + [g′f ′] = [gf ′] + [g′f ]
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Indeed, this relation clearly has the relation from 3.1.18 as special case. Conversely, the
relation from 3.1.18 implies

[gf ] + [aXbX ] = [gbX ] + [aXf ]

[gf ′] + [aXbX ] = [gbX ] + [aXf
′]

[g′f ′] + [aXbX ] = [g′bX ] + [aXf
′]

[g′f ] + [aXbX ] = [g′bX ] + [aXf ]

and taking the alternating sum of these relations implies the cut-and-paste relation.

Proof of Proposition 3.1.3. For a small ∞-category C with finite colimits we want to apply
Corollary 3.1.18 to coSpan(C). We chose the object ∅ as basepoint and aX : X → ∅ as the
cospan X → X ← ∅, and bX : ∅ → X as the span ∅ → X ← X. Then aXbX is given by the
object X (that is the cospan ∅ → X ← ∅. More generally, for any g : X → 0, represented
by a cospan ∅ → A ← X, the composite aXg is the endomorphism given by A and for any
f : ∅ → X represented by a span X → B ← ∅, the composite fbX is the endomorphism
given by B. The composite gf is given by the pushout of A← X → B.

Thus, we get a generators and relations description for π1| coSpan(C)| of the following
form:

• Generators are given by objects of C.

• Relations are given as follows: for every pair of morphisms f, g as above, that is for
every diagram A← X → B, we have

[A⨿X B] + [X] = [A] + [B].

This is exactly the description we have given and finishes the proof.

3.2 Non-connective algebraic K-Theory

In this section we will introduce non-connective K-theory. The design criterion is to demand
preservation of certain cofiber sequences, which we want to explain first.

We will first consider cofiber sequence of ∞-categories with finite colimits, i.e. cofiber
sequences in Catrex∞ . Note that Catrex∞ is pointed (even semiadditive), which allows us to talk
about fibers and cofibers by taking pullbacks respectively pushouts along ∗ → C respectively
C → ∗. For a given functor f : C → D in Catrex∞ we denote this cofiber by D/C. If C and D
happen to be stable, this cofiber is given by the Verdier quotient of D by the essential image
of C.

Remark 3.2.1. In general this cofiber D/C is best understood in terms of the associated
Ind-categories: Here we obtain an adjunction

Ind(C) Ind(D) Ind(D/C)
Ind(i)

Ind(i)R

Ind(p)

Ind(p)R

⊣ ⊣
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Since Ind : Catrex∞ → PrL preserves colimits, we see that Ind(D/C) = Ker(Ind(i)R). As we
will see in the next section (c.f. Lemma 3.3.11), if we assume that i (and hence Ind(i)) is
fully faithful, and that Ind(i)R preserves pushouts, then we have a natural pushout square

Ind(i) Ind(i)RD D

Ind(i)(∗) Ind(p)R Ind(p)D

⌟

for every D ∈ Ind(D). From this we will deduce for d, d′ ∈ D an equivalence

MapD/C(pd, pd
′) = MapInd(D)(jd, jd

′ ⨿Ind(i) Ind(i)Rjd′ Ind(i)(∗)).

Note that this extra condition that Ind(i)R should preserve pushouts is automatic in the
stable case.

This last description of mapping spaces in D/C will be our unstable analogue for the
well-known mapping space formula in Verdier quotients (see e.g. [?, Theorem I.3.3]). In-
deed, note that the above conditions are automatic for stable Verdier sequences. Moreover,
since Ind(Cidem) = Ind(C), the above statements are invariant under idempotent comple-
tion. However, we are mainly interested in cofiber sequences in Catrex which induce cofiber
sequences on connective k-theory, and since one of the main points of the latter (c.f. Propo-
sition 3.1.13) is that it is not invariant under idempotent completion, we currently need to
add a small technical assumption to the main kind of cofiber sequence we will be working
with.

Definition 3.2.2. We say that a sequence

C i−→ D p−→ E

in Catrex∞ is a Verdier cofiber sequence if i is fully faithful, Ind(i)R preserves pushouts, and
i+ has retract-closed image.

As the following Proposition shows, there are more general classes of sequences sent to
cofiber sequences by connective k-theory (however for them we will generally not have a
mapping space formula for the quotients).

Proposition 3.2.3. Let S = (C i−→ D p−→ E) be a sequence in Catrex. Consider the following
conditions:

1. S is a cofiber sequence, C and D admit a terminal object, i is fully faithful with retract-
closed image and preserves the terminal object. (In this case also E admits a terminal
object which is preserved by p).

2. S is a Verdier cofiber sequence, i.e S is a cofiber sequence, i is fully faithful, i+ has
retract-closed image, and Ind(i)R preserves pushouts (hence weakly contractible colim-
its).
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2’ S is a cofiber sequence, i is fully faithful, i+ has retract-closed image, and Ind(i) is
strongly left adjoint.

3. S+ = (C+
i+−→ D+

p+−→ E+) is a cofiber sequence and i+ is fully faithful with retract-closed
image.

4. SW(S) = (SW(C) → SW(D) → SW(E)) is a Verdier sequence, i.e. it is a cofiber
sequence and SW(i) is fully faithful with retract-closed image.

5. k(S) = (k(C)→ k(D)→ k(E)) is a cofiber sequence.

Then the following implications hold:

(2′) (2)

(1) (3) (4) (5)

Moreover, we have:

(i) If C,D and hence E are pointed, then (1) ⇔ (3) and (2) ⇔ (2’). If C,D and hence E
are stable, then all implications except (4) ⇒ (5) become equivalences. The functors
(−)idem, (−)+ and SW(−) preserve sequences of types (1)-(4), and the latter two also
type (5).

(ii) Sequences of type (3), (4) and (5) are stable under filtered colimits in Catrex.

Proof.

(1) ⇒ (3) Since (−)+ is a left adjoint, it preserves cofiber sequences. By assumption and the
addendum to Lemma 3.1.8 the map i+ is induced by i on slices C∗/ → D∗/, and it is
easily seen to be fully faithful with retract-closed image.

(2) ⇒ (3) It suffices to check that i+ is fully faithful. By definition, we have a square with fully
faithful vertical maps

Ind(C)∗ Ind(D)∗

C+ D+

Ind(i)∗

i+

so to check that i+ is fully faithful, we are reduced to the following general statement:
Suppose ℓ : A ↪→ B is a fully faithful functor in PrL, and ℓR preserves pushouts,
then ℓ∗ = An∗ ⊗ ℓ : A∗ → B∗ is still fully faithful. Indeed, by definition we have
ℓ∗(∗ → a) = ℓ(a)/ℓ(∗), and its right adjoint (ℓ∗)

R : B∗ → A∗ is simply induced by ℓR
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since it preserves the final object. The unit of the adjunction ℓ∗ ⊣ (ℓ∗)
R is then given

by the composite horizontal map

∗ ℓRℓ(∗) ℓR(∗)

a ℓRℓ(a) ℓR(ℓ(a)/ℓ(∗))

≃

≃

≃

⌟

the equivalences come from the fully faithfulness of ℓ and the fact that ℓR(∗) = ∗.
The right square is a pushout by definition of ℓ∗ and the assumption that ℓR preserves
pushouts. Thus also the unit for ℓ∗ ⊣ (ℓ∗)

R is an equivalence, proving that ℓ∗ is still
fully faithful.

(3) ⇒ (4) We will show in Lemma 3.2.5 below that the class of functors which are fully faithful
(resp. have retract-closed image) is closed under filtered colimits. By the definition of
SW, this implies the claim.

(4) ⇒ (5) This follows immediately from 3.1.12 and the classical stable statement, for which we
refer the reader to [HLS23].

(i) If S is a cofiber sequence in Catrex, then Ind(E) = Ker(Ind(i)R). From this it follows
that if C,D are pointed then so is E , and the claimed equivalences are then clear.
Similarly, if C,D are stable, then Ind(E) is a stable subcategory of Ind(D), and hence
E idem = Ind(E)ω is stable. Using that E had finite colimits to begin with, one can check
that this yields stability of E , and the claimed equivalences are also clear.

Next, note that idempotent completion commutes with (−)+ and SW(−) by their
universal properties and all three functors preserve colimits. Moreover, we know from
Proposition 3.1.9 and 3.1.12 that k inverts the maps C → C+ and C → SW(C)). So the
only non-trivial remaining claim is that (−)+ preserves Verdier cofiber sequences. But
this follows from Ind((−)+) = An∗ ⊗ Ind(−) = Ind(−)∗ and the fact that (Ind(i)∗)

R

is simply the restriction of Ar(Ind(i)R) : Ar(Ind(D)) → Ar(Ind(C)) when viewing
Ind(C)∗ ⊆ Ar(Ind(C)) as the full subcategory on arrows with source ∗, and analogously
for D. Note this even shows that (−)+ sends Verdier cofiber sequences to sequences of
type (2’).

(ii) This follows from the facts that (−)+, SW(−) and k(−) (by Proposition 3.1.7) preserve
filtered colimits, and that fully faithful functors with retract-closed image are closed
under filtered colimits in Catrex by Lemma 3.2.5.

Remark 3.2.4. We currently don’t know whether in (2) and (2’) the condition that i+ has
retract-closed image is already implied by i having retract closed image. This is certainly
the case when C is idempotent-complete, since then also C+ will be (and i+ is fully faithful).
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Note also that the above recovers the definition of a stable Verdier sequence if C,D and
hence E are stable.

Lemma 3.2.5. Denote by F ,R ⊆ Ar(Catrex∞ ) the full subcategories on those functors which
are fully faithful respectively have image closed under retracts. Then F and R and in par-
ticular their intersection are closed under filtered colimits in Ar(Catrex∞ ) (equivalently, in
Ar(Cat∞)).

Proof. Let α : C• ⇒ D• be a natural transformation of diagrams I → Catrex∞ such that α
is pointwise in F . Write C∞ = colimi Ci and let α∞ : C∞ → D∞ be the induced map on
colimits. Since the mapping spaces in a filtered colimit of categories are computed as a
filtered colimit of the respective mapping spaces it is clear that α∞ is again fully faithful.

Now suppose instead that α is pointwise in R and that d ∈ C∞ is retract of some α∞(c).
Since the minimal diagram witnessing this (a 2-simplex) is finite and hence compact in Cat∞,
this witness already exists at some finite stage of the colimit. Concretely, this means that for
some i we find di ∈ Di which is a retract of some αi(ci) so that λiC(ci) = c and λiD(di) = d,
where λi denote the colimit inclusions. But then by assumption di = αi(c

′
i) for some c′i ∈ Ci,

and d = λiαic
′
i = α∞λic

′
i, as desired.

Example 3.2.6. Given an idempotent-complete category C, we can consider the natural
cofiber sequence

C j−→ Ind(C)ω1 → Ind(C)ω1/C.

By idempotent-completeness, it is clear that this is a type (2’) sequence in the language of
Proposition 3.2.3. Hence we obtain a natural cofiber sequence on k-theory:

k(C)→ k(Ind(C)ω1)→ k(Ind(C)ω1/C) .

We note that k(Ind(C)ω1) = 0 by the Eilenberg swindle (Example 3.1.6) since Ind(C)ω1 has
countable colimits. So if C is an idempotent complete ∞-category with finite colimits we
have an equivalence

k(C) ≃ Ωk(Ind(C)ω1/C) .

In particular we get k0(Ind(C)ω1/C) = 0. But note that Ind(C)ω1/C doesn’t need to be
idempotent complete itself, so we cannot iterate this process to get further deloopings. We
could however replace Ind(C)ω1/C by its idempotent completion (Ind(C)ω1/C)idem. By the
cofinality theorem (Proposition 3.1.13) the induced map

k(Ind(C)ω1/C)→ k((Ind(C)ω1/C)idem)

would be an equivalence on 1-connective covers, so that for an idempotent complete ∞-
category with finite colimits we have that

k(C) ≃ τ≥0Ωk(Ind(C)ω1/C)idem)

Now k0(Ind(C)ω1/C)idem) might be non-zero. This is how negative K-theory arises, namely
this group is by definition K−1(C).
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Definition 3.2.7. For a small idempotent-complete category with finite colimits C let

Calk(C) := (Ind(C)ω1/C)idem .

For a small ∞-category C with finite colimits and n ≥ 0 we inductively define

Calk0(C) := Cidem Calkn+1(C) := Calk(Calkn(C)) .

Clearly this construction gives rise to a functor

Calk : Catrex∞ → Catrex,idem∞ .

Proposition 3.2.8. For every n ≥ 0 we have canonical equivalences of connective spectra

τ≥0Ωk(Calk
n+1(C)) ≃ k(Calkn(C)) .

Proof. Apply Example 3.2.6 to Calkn(C).

Definition 3.2.9. We define a non-connective K-theory spectrum K(C) as the spectrum
with

τ≥−nK(C) = Ωnk(Calkn(C)) .

and K(C) = colim τ≥−nK(C) along the canonical maps. Equivalently, this is the spectrum
with n-th underlying space given by Ω∞Calkn(C) and structure maps the underlying maps
of Proposition 3.2.8. We define the algebraic K-theory groups as Kn(C) := πn(K(C)).

Example 3.2.10. For any ∞-category C with finite colimits we have that kn(C) = Kn(C)
for n > 0 and k0(C)→ K0(C) is injective. It is an isomorphism if C is idempotent complete.
We have

K−1(C) = k0((Ind(C)ω1/C)idem)

so that this group is an obstruction to the idempotent completeness of Ind(C)ω1/C (we have
seen in Example 3.2.6 that k0(Ind(C)ω1/C) vanishes for idempotent complete C). In many
situations one can show that Ind(C)ω1/C is idempotent complete, e.g. of C = Perf(R) for
a regular ring, and then K−1 = 0. In fact one can then often even show that all negative
K-groups vanish so that non-connective K-theory K(C) is even equivalent to k(C).

We will require the following Proposition to bootstrap our results from connective k-
theory to non-connective theory K as defined above.

Proposition 3.2.11. Using the terminology of Proposition 3.2.3, we have:

1. Given a filtered diagram C• : I → Catrex,idem, the filtered colimit of the natural type (2’)
sequences

colimi Ci → colimi Ind(Ci)ω1 → colimiCalk(Ci)

is itself a type (2’) sequence.

2. The functor Calk : Catrex,idem → Catrex,idem preserves sequences of type (5).
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3. We have the following natural k-equivalences of endofunctors of Catrex,idem:

Calk(−)+ ⇒ Calk((−)+) and SW(Calk(−))⇒ Calk(SW(−)).

4. The functor Calk : Catrex,idem → Catrex,idem preserves filtered colimits up to k-equivalence.

Proof.

1. Since the first functor will again be fully faithful with retract-closed image by Lemma
3.2.5, it suffices to check the following general statement: If C• : I → PrLca is a filtered
diagram, then the map

ϕ : colimi Ci → colimi Ind(Cω1
i ) ≃ Ind(colimi Cω1

i )

induced by all the ȷ̂’s is again a strong left adjoint. Indeed, here we would only need

to apply it to maps of the form Ind(Ci)
Ind(j)=ȷ̂−−−−−→ Ind(Ind(Ci)ω1).

To see this, note that for each i → j in I, since the induced functor Ci → Cj is
compactly assembled, we obtain the commutative rectangle on the left, and by passing
to right adjoints the commutative rectangle on the right:

Ci Ind(Cω1
i ) Ci ⇝ Ci Ind(Cω1

i ) Ci

Cj Ind(Cω1
i ) Cj ⇝ Cj Ind(Cω1

j ) Cj

ȷ̂ k k j

ȷ̂ k

k j

Taking the limit of the right diagram and using that mapping spaces in a limit are
computed as the limit of mapping spaces, we identify the limit of the j’s as right adjoint
to the limit of the k’s. But the latter is by definition the right adjoint we are interested
in, i.e. the right adjoint of ϕ, proving that ϕ is strongly left adjoint as claimed.

2. So suppose C → D → E induces a cofiber sequence on k-theory, and consider the
following diagram:

C D E

Ind(C)ω1 Ind(D)ω1 Ind(E)ω1

Calk(C) Calk(D) Calk(E)

All vertical maps induce cofiber sequences on k-theory, the top row does by assumption,
and the middle row is sent to 0 by the Eilenberg swindle, hence also to a cofiber
sequence. Since cofibers commute, it follows that the bottom row is also sent to a
cofiber sequence, as desired.
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3. We begin with stabilization. The natural map is induced by the universal property, as
one can check that Calk(SW(−)) is stable. Now let C ∈ Catrex,idem and consider the
following commutative diagram

SW(C) SW(Ind(C)ω1) SW(Calk(C))

SW(C) Ind(SW(C))ω1 Calk(SW(C))

The bottom sequence is clearly type (2’), and the top one is as well by Proposition
3.2.3(i). So we obtain a diagram of cofiber sequences after applying connective k-
theory. Moreover, both middle terms admit countable colimits, hence by the Eilenberg
swindle and the 5-Lemma we see that the right vertical map is sent to an equivalence
by k-theory.

For the pointed case, one can argue analogously. Alternatively, note that SW((−)+) =
SW(−), hence using Proposition 3.1.12 and the above we have a sequence of natural
k-equivalences

Calk(−)+ ∼k SW(Calk(−)) ∼k Calk(SW(−)) ∼k SW(Calk((−)+)) ∼k Calk((−)+).

4. So let C• : I → Catrex,idem∞ be a filtered diagram with colimit C := colimi Ci. Consider
the commutative diagram

colimi Ci colimi Ind(Ci)ω1 colimiCalk(Ci)

C Ind(C)ω1 Calk(C)

≃

The bottom sequence is of type (2’) by definition, and the top one is too by Proposi-
tion 3.2.11(1), so that by Propositions 3.2.3 both are sent to cofiber sequences by k.
Therefore the Eilenberg-Swindle and the 5-Lemma show that the right vertical map is
sent to an equivalence by k.

Corollary 3.2.12. The functor K : Catrex∞ → Sp enjoys the following properties:

1. It is invariant under idempotent completion. There is a natural map k(C) → K(C)
that induces an injection on π0 and an isomorphism on πn for n ≥ 1. If C is already
idempotent-complete, then k(C)→ K(C) is a connective cover.

2. It commutes with filtered colimits and finite products.

3. It satisfies an Eilenberg swindle: assume that there exists a functor F : C → C preserv-
ing finite colimits such that F ⨿ id ≃ F . Then K(C) ≃ 0.
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4. If S = (C → D → E) is a sequence in Catrex,idem which induces a cofiber sequence
on connective k-theory, then it will also induce a cofiber sequence on non-connective
K-theory. In particular, if S is of any of the types discussed in Proposition 3.2.3, then
K(S) is a cofiber sequence.1

5. It inverts the canonical maps C → C+ and C → SW(C).

Note that given k, the properties 1 and 4 already determine the functor K uniquely.

Proof.

1. This is clear from the definition and cofinality (see Proposition 3.1.13).

2. By semiadditivity of Catrex it is clear that Calk preserves finite products, hence the
fact that K preserves finite products follows from the corresponding statement for
connective k-theory.

To see that K also commutes with filtered colimits, note that we can use (1) to reduce
to considering idempotent complete categories. The claim then follows from the fact
that k commutes with filtered colimits by Proposition 3.1.7, and Calk preserves filtered
colimits up to k-equivalence by Proposition 3.2.11(4).

3. Since K commutes with finite products, it then follows that we have a map K(F ) :
K(C) → K(C) such that K(F ) + idK(C) = idK(C) in π0(MapSp(K(C),K(C))). Since the
latter is a group, it follows that idK(C) = 0, so K(C) = 0.

4. This follows from the fact that Calk preserves such sequences, see Proposition 3.2.11(2).

5. By Proposition 3.2.11(3) the functor Calk commutes with (−)+ and SW up to k-
equivalence, hence the claim follows from the analogous statements for connective
k-theory, see Propositions 3.1.9 and 3.1.12.

3.3 The continuous Calkin category

In this section we would like to prove that there is a canonical extension

Catrex∞ Catrex∞

PrLca

Calk

Ind
Calkcont

1For sequences of types (1)-(4) one does not need to assume idempotent-completeness a priori to obtain
a cofiber sequence on K, however for type (5) we do. This is related to which sequences are preserved by
(−)idem.
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called the continuous Calkin category. Let C be a compactly assembled ∞-category. Then
we consider the cofiber sequence

C ȷ̂−→ Ind(Cω1)→ Ind(Cω1)/C

in PrLca, i.e. the pushout against the terminal map C → pt. Recall from Theorem 2.6.5 that
cofibers in PrLca are computed as the colimits in PrL and thus by the limit of the right adjoint
diagram. In other words,

Ind(Cω1)/C = ker(k : Ind(Cω1)→ C) = k−1(∗).

Here ker again means the pullback against the unique map pt→ C picking out the terminal
object ∗ ∈ C. This gives us the description of Ind(Cω1)/C ⊆ Ind(Cω1) as the full subcategory
spanned by those objects in Ind(Cω1) with vanishing colimit.

Lemma 3.3.1. The functor Ind(Cω1)→ Ind(Cω1)/C is a Bousfield localization and Ind(Cω1)/C
is compactly generated.

Proof. The right adjoint is given by the fully faithful inclusion Ind(Cω1)/C ⊆ Ind(Cω1), so we
have a Bousfield localization. The functor Ind(Cω1) → Ind(Cω1)/C is compactly assembled,
hence sends compact objects to compact objects. Moreover, it sends generators to generators
(since the right adjoint is conservative), hence it follows that Ind(Cω1)/C is generated by
compacts.

Definition 3.3.2. For a compactly assembled ∞-category C we define a small ∞-category

Calkcont(C) := (Ind(Cω1)/C)ω ∈ Catrex∞ .

Note that Calkcont(C) is automatically idempotent-complete.

Proposition 3.3.3. For a compactly assembled ∞-category C there is a natural right exact
functor p : Cω1 → Calkcont(C) which is a homological epimorphism2 and we have a natural
cofiber sequence

C ȷ̂−→ Ind(Cω1)
Ind(p)−−−→ Ind(Calkcont(C))

in PrLca. Moreover, Ind(p)R preserves pushouts (equivalently: weakly contractible colimits).

Proof. By definition we have that Ind(Calkcont(C)) = Ind(Cω1)/C. The functor p is induced
by the structure map Ind(Cω1) → Ind(Cω1)/C which is compactly assembled, hence sends
compact objects to compact objects. The only thing that remains to be shown is that the
right adjoint of Ind(p) preserves pushouts. This right adjoint is given by the kernel inclusion

Ker(k) ⊆ Ind(Cω1).

Since both k and pt → Ind(Cω1) preserve pushouts, it follows that also the above inclusion
does (in fact, this is how colimits in a limit of categories are computed, compare [Lur17b,
5.4.5.5]).

2Here we use the notion of homological epimorphism slightly more generally than initially introduced to
mean a functor on Catrex∞ that induced a Bousfield localization after Ind.
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Remark 3.3.4. If C is dualizable (equivalently stable and compactly assembled) then also
Calkcont(C) is stable and the whole discussion takes place in PrLdual.

Lemma 3.3.5. For C ∈ Catrex we have Calkcont(Ind(C)) = Calk(C).

Proof. Note that by definition we have the natural cofiber sequence

Ind(C) ȷ̂−→ Ind(Ind(C)ω1)
Ind(p)−−−→ Ind(Calkcont(Ind(C))).

However in this special case we have ȷ̂ = Ind(j) for j : C ⊆ Ind(C)ω1 , so the entire sequence
lies in PrLω ≃ Catrex,idem∞ . Taking compact objects, we obtain

Calkcont(Ind(C)) = (Ind(C)ω1/Cidem)idem = Calk(C).

(Recall that if C is not yet idempotent-complete then by definition Calk(C) = Calk(Cidem)).

To gain a better understanding of the continuous Calkin construction, we will investigate
similar cofiber sequences in PrLca in general. More specifically, we want to gain a better
understanding of the cofibers D/C in such sequences. It will turn out that this works best
for the Verdier cofiber sequences we now define:

Definition 3.3.6. A Verdier cofiber sequence is a cofiber sequence in PrLca

C i−→ D p−→ E

so that i is fully faithful and iR preserves pushouts (hence weakly contractible colimits).

Note that this is the direct analogue of the Verdier cofiber sequences in Catrex. Let us
first generalize the addendum of Proposition 3.3.3.

Lemma 3.3.7. Let C i−→ D p−→ E be a Verdier cofiber sequence. Then also pR preserves
weakly contractible colimits.

Proof. Since iR preserves weakly contractible colimits, it is clear that ker(iR) = (iR)−1(∗) is
closed under weakly contractible colimits, i.e. pR preserves them.

Warning 3.3.8. The analogue of Lemma 2.9.11 for the unstable setting fails; even if i is
strongly left adjoint, p need not be. Indeed, even if iR preserves all colimits, (iR)−1(∗) clearly
need not be closed under e.g coproducts in D. Specifically, if iR preserves colimits, then
iR(∅) = ∅, hence pR preserves the initial object if and only if C is pointed.

Moreover, let us mention another difference to the case of Verdier sequences in PrL:
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Warning 3.3.9. It is generally not true that a Verdier cofiber sequence C i−→ D p−→ D/C is
also a fiber sequence (even if i is strongly left adjoint). In general, one can take the kernel
in PrL

K = ker(p) = p−1(∅)

which contains C as a full subcategory, but it might be larger as the example below shows. We
will give a more explicit description of K in Corollary 3.3.15 below. The induced sequence

K → D → D/C

is also a cofiber sequence in PrL as one checks by universal properties.
We don’t know whether K is generally itself compactly assembled or even whether it agrees

with the kernel in PrLca. So there might even be another∞-category in between C and K which
is the kernel in PrLca.

Example 3.3.10. Let C = Grp be the ordinary category of non-abelian groups. This
is compactly generated, hence compactly assembled. We consider Calkcont(Grp) as a full
subcategory of

Ind(Grpω1)

given by the kernel of k. We claim that the constant Ind object on the group Σ∞ lies
in the kernel of Ind(Grpω1) → Ind(Calkcont(Grp)), in fact in the kernel of p : Grpω1 →
Calkcont(Grp), but clearly it does not lie in the image of

Grp
ȷ̂−→ Ind(Grpω1),

since this functor is given by Ind of the inclusion Grpω ⊆ Grpω1 . To see that Σ∞ lies in the
kernel, we note that we have a cofiber sequence

Σ2 → Σ∞ → {e}

in Grpω1 . So applying p gives a cofiber sequence

{e} → p(Σ∞)→ {e}

which proves the claim. We will see in Corollary 3.3.15 below that generally the kernel of
the projection p in a Verdier cofiber sequence is closed under such ‘extensions’.

As announced above, we will now take a closer look at the quotient D/C in a Verdier

cofiber sequence C i−→ D p−→ D/C in PrLca. More specifically, we wish to have a formula
for mapping spaces in the quotient, analogous to the one for stable Verdier sequences. It
becomes easier to work with p : D → D/C when viewing it as an endofunctor

pRp : D → D/C ⊆ D.

The unit D → pRpD exhibits pRpD as the universal object under D which lies in the kernel
of iR.
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Lemma 3.3.11. Let C i−→ D p−→ E be a Verdier cofiber sequence in PrLca. Then there is a
natural pushout square

iiRD D

i(∗) pRpD

εi

ηp

⌟

where the morphisms are given by the counit εi : ii
R → id and the unit ηp : id→ pRp.

Proof. Since i is fully faithful and iR preserves pushouts, we get

iR (D ⨿iiRD i(∗)) = iRD ⨿iRD ∗ = ∗,

hence the pushout lies in the kernel of iR, which is the image of pR. In order to verify the
universal property, assume that we have an object K ∈ ker(iR). Then we compute

MapD(D ⨿iiRD i(∗), K) = MapD(D,K)×MapD(iiRD,K) MapD(i(∗), K)

= MapD(D,K)×MapC(i
RD,∗) MapC(∗, ∗)

= MapD(D,K),

which finishes the proof.

Corollary 3.3.12. Let C i−→ D p−→ D/C be a Verdier cofiber sequence in PrLca. Then:

1. for D,D′ ∈ D the functor p : D → D/C induces an equivalence of mapping spaces

p : MapD(D,D
′ ⨿iiRD′ i(∗)) ≃−→ MapD/C(pD, pD

′).

2. We have i(∗) η−→
≃
pRpi(∗) = pR∅, so i(∗) represents the initial object in D/C.

3. the kernel p−1(∅) of p : D → D/C (in PrL) is given by those objects D ∈ D for which
the bottom map in the canonical pushout square is an equivalence:

iiRD D

i(∗) pRpD

εi

≃

⌟

4. The projection p : D → D/C is a localization at those morphisms f : D → D′ which
have the property that the morphism c : iiRD′ ⨿iiRD D → D′ becomes an equivalence
after base-change along iiRD′ → i(∗). The morphism c measures the deviation from
the following square being a pushout:

iiRD D

iiRD′ D′

In particular, if this square is a pushout, then we have a local equivalence.
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Proof. The first three follow immediately from the above Lemma. For the fourth, simply
consider the diagram of iterated pushouts:

iiRD D

iiRD′ iiRD′ ⨿iiRD D D′

i(∗) pRpD pRpD

⌟

c

⌟ ⌟

Let C be compactly assembled and consider the canonical Verdier cofiber sequence.

C ȷ̂−→ Ind(Cω1)
Ind(p)−−−→ Ind(Calkcont(C))

with p : Cω1 → Calkcont(C) (recall ȷ̂ is even strongly left adjoint). For X, Y ∈ Cω1 we have

MapCalkcont(C)(pX, pY ) = MapInd(Cω1 )(jX, jY ⨿ȷ̂Y ȷ̂(∗)).

In the stable world this yields the following description of mapping spectra, which explains
the relation to the Calkin algebra in functional analysis.

Corollary 3.3.13. If C is dualizable, then for X, Y ∈ Cω1 we have

mapCalkcont(C)(pX, pY ) = mapC(X, Y )/mapca
C (X, Y ).

Proof. Observe that in the stable case we have ȷ̂(∗) = ȷ̂0 = 0 and that the formula for
the mapping anima immediately implies the same formula for the mapping spectra since
everything in sight is exact (e.g. replace X be shifts and observe the formulas are exact in
X):

mapCalkcont(C)(pX, pY ) = mapInd(Cω1 )(jX, jY/ȷ̂Y )

= mapInd(Cω1 )(jX, jY )/mapInd(Cω1 )(jX, ȷ̂Y )

= mapC(X, Y )/mapca
C (X, Y ).

The above also lets us get a better understanding of the kernel of p. To describe it, we
will need the following definition.

Definition 3.3.14. Let C ⊆ D be a fully faithful inclusion of ∞-categories. We say that it
is closed under extensions if for every pushout

A //

��

B

��

C // D

in D with A,C,D ∈ C we also have B ∈ C.
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Given any full subcategory C ⊆ D we can form the smallest subcategory C ⊆ D closed
under extensions and pushouts.

Corollary 3.3.15. Let C i−→ D p−→ D/C be a Verdier cofiber sequence in PrLca. Then the
kernel of p is the smallest subcategory of D containing i(C) which is closed under extensions
and pushouts. In fact, every object of the kernel is given by a single extension.

Proof. It is immediate from Corollary 3.3.12(3) that everyD in the kernel of p is an extension
of objects in the image of i. Conversely it is clear that the kernel is closed under these sort
of extensions.

3.4 Efimov K-theory

In the stable setting, all results in this section are due to Efimov.

Definition 3.4.1. Let C be a compactly assembled category. We define its continuous
K-theory as

Kcont(C) := ΩK(Calkcont(C)).

We can reduce this to the connective k-theory as before. Namely, for C compactly
assembled and n ≥ 1, we define

Calkcont,n(C) := Calkn−1(Calkcont(C)).

Then Kcont(C) is the spectrum with

Kcont(C)n = k(Calkcont,n(C))

for n ≥ 1. However, there is no immediate formula for n = 0, as we already have to use a
Calkin construction once to bring us from the big to the small world.

Theorem 3.4.2. The functor Kcont : PrLca → Sp enjoys the following properties:

1. There is a natural map K(Cω) → Kcont(C) which is an equivalence if C is compactly
generated.

2. It commutes with filtered colimits and finite products.

3. It satisfies an Eilenberg swindle: assume that there exists a compactly assembled functor
F : C → C such that F ⨿ id ≃ F . Then Kcont(C) ≃ 0.

4. If S = (C → D → E) is a sequence in PrLca which becomes a Verdier upon stabilization
(e.g. a Verdier cofiber sequence) then it is sent to a cofiber sequence by Kcont.

5. It inverts the canonical maps C → An∗ ⊗ C and C → Sp⊗C.

Note that given K, the functor Kcont is uniquely determined by the first two points.
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The proof of this theorem will follow immediately from the analogous results about the
interaction of the Calkin constructions with various kinds of cofiber sequences. Namely, the
following result is an analogue of Proposition 3.2.3 for the world of large categories, and we
will also see in what generality the constructions Ind and Calkcont passing between these
worlds preserve such cofiber sequences.

Proposition 3.4.3. Let S = (C i−→ D p−→ E) be a sequence in PrLca and consider the following
statements:

1. S is a cofiber sequence and i is fully faithful and preserves the terminal object.

2. S is a Verdier cofiber sequence, i.e. it is a cofiber sequence with i fully faithful and iR

preserving pushouts.

2’ S is a cofiber sequence and i is a fully faithful strong left adjoint.

3. An∗ ⊗ S = (C∗ → D∗ → E∗) is a cofiber sequence and An∗ ⊗ i is fully faithful.

4. Sp⊗S = (Sp(C)→ Sp(D)→ Sp(E)) is a Verdier sequence, i.e. it is a cofiber sequence
and Sp⊗i is fully faithful.

5. Kcont(S) = (Kcont(C)→ Kcont(D)→ Kcont(E)) is a cofiber sequence.

Then the following implications hold:

(2′) (2)

(1) (3) (4) (5)

Moreover, we have:

(i) If C,D, E are pointed, then (1) ⇔ (3) and (2) ⇔ (2’). If C,D, E are stable, then all
implications except (4) ⇒ (5) become equivalences. In particular, An∗⊗− and Sp⊗−
preserve sequences of all types.

(ii) The natural cofiber sequence defining Calkcont is of type (2’):

C ȷ̂−→ Ind(Cω1)→ Ind(Calkcont(C)).

(iii) Sequences of type (3), (4) and (5) are stable under filtered colimits. A filtered colimit
of the above natural type (2’) sequences is again a sequence of type (2’).

(iv) Ind : Catrex,idem → PrLca preserves sequences of all types3 and Calkcont : PrLca →
Catrex,idem preserves Verdier cofiber sequences. As a consequence, also Calk preserves
Verdier cofiber sequences.

3Here idempotent-completeness is only important for type (5) sequences.
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(v) We have the following natural K-equivalences of functors PrLca → Catrex,idem:

Calkcont(−)+ ⇒ Calkcont(An∗ ⊗−) and SW(Calkcont(−))⇒ Calkcont(Sp⊗−).

(vi) Calkcont preserves filtered colimits up to K-equivalence.

Proof. The proof of all implications except (4) ⇒ (5) is exactly as in the small case, see
Proposition 3.2.3.

(iv) That Ind preserves these sequences is obvious. So consider a Verdier cofiber sequence

C i−→ D p−→ E in PrLca. Since applying Ind((−)ω1) gives another Verdier cofiber sequence
by Proposition 3.4.4 below, the fact that cofibers commute tells us that

Ind(Calkcont(E)) = Ind(Calkcont(D))/ Ind(Calkcont(C))
= Ind(Calkcont(D)/Calkcont(C))

Thus Calkcont(C)→ Calkcont(D)→ Calkcont(E) is again a cofiber sequence.

Since Calkcont lands in idempotent-complete categories, it remains to see that Ind(Calkcont(i))
is fully faithful and that its right adjoint preserves pushouts. Since i is compactly as-
sembled and we can identify Ind(p)R : Ind(Calkcont(C))→ Ind(Cω1) with the inclusion
Ker(k) ⊆ Ind(Cω1), we see that Ind(Calkcont(i)) and its right adjoint are obtained via
restriction from Ind(i) ⊣ Ind(i)R:

C Ind(Cω1) Ind(Calkcont(C)) C Ind(Cω1) Ind(Calkcont(C))

D Ind(Dω1) Ind(Calkcont(D)) D Ind(Dω1) Ind(Calkcont(D))

i

k

Ind(i)

Ind(p)R

Ind(Calkcont(i))

k Ind(p)R

k Ind(p)R

iR Ind(i)R

k

Ind(Calkcont(i))R

Ind(p)R

By the left rectangle, Ind(Calkcont(i)) and hence Calkcont(i) is fully faithful, and by
the right one we see that its right adjoint preserves pushouts, as Ind(i)R does by
Proposition 3.4.4 below, and both Ind(p)R do by Lemma 3.3.7.

(v) We can construct the diagram analogous to the one in the proof of Proposition 3.2.11(3)
so that applying Calkcont yields via Calkcont(Ind(−)) = Calk (see Lemma 3.3.5) and
(iv) the following diagram of horizontal Verdier cofiber sequences

Calkcont(Sp⊗C) Calk(SW(Cω1)) Calk(SW(Calkcont(C)))

Calkcont(Sp⊗C) Calk((Sp⊗C)ω1) Calk(Calkcont(Sp⊗C))

Again the middle categories admit an Eilenberg swindle, so the right vertical map gives
an equivalence on K-theory by Corollary 3.2.12 and the 5-Lemma. Since K(Calk(−)) =
ΩK, this yields the claim.
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(4) ⇒ (5) So let C → D → E be a type (4) sequence. Note that by (v) and Corollary 3.2.12 we
have natural equivalences

ΣKcont ≃ K(Calkcont(−)) ≃ K(SW(Calkcont(−))) ≃ K(Calkcont(Sp⊗−)).

Since tensoring with Sp turns the given sequence into a type Verdier cofiber sequence
and Calkcont preserves these by (iv), the claim follows since K sends Verdier cofiber
sequences in Catrex,idem to cofiber sequences by Corollary 3.2.12(4).

(iii) For types (3) and (4) this follows from the fact that fully faithful functors are closed
under filtered colimits in PrLca, see Corollary 2.5.12. For type (5), this follows from (vi)
together with the fact that K preserves filtered colimits by Corollary 3.2.12(2).

For the specific type (2’) natural sequences, it remains to check that if C• : I → PrLca
is a filtered diagram, then the map

ϕ : colimi Ci → colimi Ind(Cω1
i ) ≃ Ind(colimi Cω1

i )

induced by all the ȷ̂’s is again a strong left adjoint. We have already done this in the
proof of Proposition 3.2.11(1).

(i) The only non-trivial claims are that An∗ ⊗ − preserves Verdier cofiber and type (5)
sequences and that Sp⊗− preserves type (5) sequences. In fact, An∗⊗− sends Verdier
cofiber sequences to sequences of type (2’), by an analogous argument as in the case
of small categories, see Proposition 3.2.3(i). That An∗ ⊗ − and Sp⊗− preserve type
(5) sequences follows from (v) and the invariance of K under (−)+ and SW(−), see
Corollary 3.2.12(5).

(vi) Let C• : I → PrLca be a filtered diagram with colimit C := colimi Ci. Consider the
commutative diagram

colimi Ci Ind(colimi Cω1
i ) Ind(colimiCalk

cont(Ci))

C Ind(Cω1) Ind(Calkcont(C))

The bottom sequence is of type (2’) by definition, and the top one is too by (iii)4, hence
Calkcont sends both to Verdier cofiber sequences by (iv). Again the middle terms then
afford an Eilenberg swindle, so that by the 5-Lemma we see that K(Calkcont(Ind(−))) ≃
K(Calk(−)) ≃ ΩK inverts the map colimiCalk

cont(Ci)→ Calkcont(C), as desired.

The following Proposition was needed in the above proof to deduce that Calkcont sends
Verdier cofiber sequences in PrLca to type Verdier cofiber sequences in Catrex,idem, which was
a fact crucial to prove all the remaining results on Calkcont above. A stable version of this
following result is due to Ramzi, see [Ram, Proposition A.26].

4Despite the mutual reference, this is not circular.
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Proposition 3.4.4. For uncountable regular κ, the functor (−)κ : PrLca → Catrex∞ preserves
Verdier cofiber sequences.

Proof. Consider a Verdier cofiber sequence C i−→ D p−→ E in PrLca. It is clear that i : Cκ → Dκ
is again fully faithful with image closed under retracts. Moreover, the right adjoint of Ind(i)
factors as

Ind(Dκ) Ind(iR)−−−−→ Ind(C) ℓ∗−→ Ind(Cκ)

where ℓ : Cκ ⊆ C is the inclusion. Since iR and hence Ind(iR) preserve pushouts, and also ℓ∗

preserves all colimits5, it follows that Ind(i)R preserves pushouts.
It remains to see that the canonical comparison functor ϕ : Dκ/Cκ → Eκ is an equivalence.

Let q : Dκ → Dκ/Cκ be the quotient map, so that ϕq = p : Dκ → Eκ. Given d, d′ ∈
Dκ, the mapping space formula for Verdier quotients in PrLca (Corollary 3.3.12) gives us a
commutative diagram

MapDκ/Cκ(qd, qd′) MapInd(Dκ/Cκ)(Ind(q)jd, Ind(q)jd
′) MapInd(Dκ)(jd, jd

′ ⨿jiiRd′ Ind(i)(∗))

MapInd(Eκ)(jpd, jpd
′)

MapEκ(pd, pd′) MapE(pd, pd
′) MapD(d, d

′ ⨿iiRd′ i(∗))

j

≃

ϕ

Ind(ϕ)

Ind(q)

≃

Ind(p)

k

k≃

≃ p
≃

Since C is κ-compactly generated, we see that j : C ⊆ Ind(Cκ) preserves finite and κ-filtered
colimits (c.f. Corollary 2.1.27). Write ∗ = colimℓ cℓ ∈ C as κ-filtered colimit of κ-compact
objects cℓ. Then

MapInd(Dκ)(jd, jd
′ ⨿jiiRd′ Ind(i)(∗)) ≃ colimℓMapInd(Dκ)(jd, j(d

′ ⨿iiRd′ icℓ))
k−→
≃

colimℓMapD(d, d
′ ⨿iiRd′ icℓ)

≃ MapD(d, d
′ ⨿iiRd′ i(∗)),

where in the last step we use that d is κ-compact. So the right vertical, and hence also the
left vertical map in the above diagram is an equivalence, proving ϕ is fully faithful.

To see that ϕ is essentially surjective, note that we have a factorization

D E

Indκ(Dκ) Indκ(Dκ/Cκ) Indκ(Eκ)

p

Indκ(q) Indκ(ϕ)

Since p is essentially surjective, also Indκ(ϕ) is, i.e. it is an equivalence. Taking κ-compacts,
we see that also ϕ is an equivalence (since everything is idempotent-complete).

5by Lemma 2.1.35, ℓ∗ (there called i∗) is the Ind-extension of the finite colimit preserving R : C ⊆ Ind(Cκ)
from Corollary 2.1.27.
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We can in fact be more general than K-theory. To this extent we would like to formalise
the needed structure.

Definition 3.4.5. Let D be a stable ∞-category. A localizing invariant with values in D is
a functor F : Catrex∞ → D satisfying the following properties:

1. F (∗) = 0.

2. F sends Verdier cofiber sequences to cofiber sequences in D.

3. F inverts the natural map C → SW(C).

A localizing invariant is called finitary if it moreover preserves filtered colimits. We denote
the respective ∞-categories by

Locω(D) ⊆ Loc(D) ⊆ Fun(Catrex∞ ,D).

Analogously, a continuous localizing invariant is a functor F : PrLca → D satisfying the
analogous properties: It sends the point to 0, sends Verdier cofiber sequences to cofiber
sequences in D, and inverts the natural maps C → Sp(C). It is called finitary if it preserves
filtered colimits. We denote the respective ∞-categories by

Loccontω (D) ⊆ Loccont(D) ⊆ Fun(PrLca,D).

Remark 3.4.6. Note that for finitary invariants the condition that C → SW(C) gets sent to
an equivalence is equivalent to the assertion that C → C+ get sent to an equivalence. This

follows since SW(C) = colim(C+
Σ−→ C+

Σ−→ · · · ) and that Σ acts by −1 as a result of the
localization property. A similar statement is true in the continuous world.

Also note that by virtue of their idempotence-invariance and the condition that C →
SW(C) gets mapped to an equivalence, we easily see that localizing invariants are in fact
determined on idempotent-complete stable ∞-categories, i.e. by their values on Catperf∞ re-
spectively PrLdual. Typically in the literature this is the generality in which they are defined
and we will also sometimes adopt this perspective.

Remark 3.4.7. The condition (3) that localizing invariants are invariant under stabilization
is so that we recover the classical notion in the literature. It might be interesting to consider
the class of examples where this condition is left out, however we currently do not know of
an interesting example.

Now conditions (2) and (3) together with the implications from Proposition 3.4.3 and the
analogous results in the small world show that if C → D → E is a type (4) sequence, i.e. one
whose stabilization is a Verdier sequence, then it will also be sent to a cofiber sequence by
any localizing invariant.

Lemma 3.4.8. Every localizing invariant and every continuous localizing invariant preserves
finite products and satisfies the Eilenberg swindle.
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Proof. Consider the type (2’) cofiber sequence

C ↪→ C ×D → D

This admits a splitting. It follows that every localizing and continuous localizing invariant
preserves finite products. Moreover, the Eilenberg swindle is a formal consequence once
products are preserved (since the target is additive).

Theorem 3.4.9 (Efimov). The restriction along Ind : Catrex∞ → PrLca induces an equivalence

Loccont(D) ≃−→ Loc(D)

which also restricts to an equivalence

Loccontω (D) ≃−→ Locω(D)

We denote the inverse applied to a localizing invariant F by F cont.

Proof. Given F ∈ Loc(D), the canonical cofiber sequence C → Ind(Cω1)→ Ind(Calkcont(C))
together with the Eilenberg swindle force us to define F cont as

F cont(C) := ΩF (Calkcont(C))

analogously to what we did for continuous K-theory. Clearly F cont(Ind(−)) = F , and F cont

is completely determined by this. Using that Calkcont preserves Verdier cofiber sequences
by Proposition 3.4.3(iv), the fact that F is localizing also yields that F cont is localizing.
Moreover, the analogous proof as for Kcont in Theorem 3.4.2(4) shows that if F is finitary,
then so is F cont.

In the next section, we will see an important example of a localizing invariant that is
naturally defined on PrLdual.

3.5 Topological Hochschild homology

One important localizing invariant is topological Hochschild homology and we will see how
this extends to the dualizable world and to H-unital ring spectra. Let us first review the
definition here.

For a ring spectrum R classical topological Hochschild homology is defined as

THH(R) ≃ R⊗R⊗SRop R ∈ Sp

where R is considered as a left module over the ring R⊗SR
op by the ‘obvious’ multiplication

from both sides and as a right module over R ⊗S R
op by the flipped multiplication. For an

R-bimodule M we also have the variant with coefficients in M defined as:

THH(R;M) ≃ R⊗R⊗SRop M .
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so that we have THH(R) = THH(R;R).
Topological Hochschild homology is an important invariant which is one of the key tools

used nowadays to compute algebraic K-theory. The way this connects to K-theory is that
there is a ‘trace’ map

K(R)→ THH(R) .

We will not get into the computational aspect here but will discuss a definition of the trace
in the next section.

Remark 3.5.1. When R is an algebra over some commutative base ring spectrum k then
we can also form the variant relative to k defined as

THH(R/k) := R⊗R⊗kRop R

and similar with coefficients. These relative variants are k-modules. For example when k is
a field and R a discrete k-algebra then this is the definition of classical Hochschild homology.
We will not need this here.

We have the following lemma:

Lemma 3.5.2. The spectrum THH(R) is equivalent to the geometric realization of a sim-
plicial object ∆op → Sp given as

... //
//
//

// R⊗R⊗R
//
//
// R⊗R //

// R

with face maps ∂i : R
⊗n+1 → R⊗n for 0 ≤ i < n given as

∂i(r0 ⊗ ...⊗ rn) = r0 ⊗ ...⊗ riri+1 ⊗ ...⊗ rn and ∂n(r0 ⊗ ...⊗ rn) = rnr0 ⊗ r1 ⊗ ...

Similarly we have that THH(R;M) is given by the geometric realization of

... //
//
//

// R⊗R⊗M
//
//
// R⊗M //

//M

with similarly defined face maps.

Proof. Consider the resolution of R as a right R⊗S R
op-module:

... //
//
//

// R
⊗4 //

//
// R⊗3 //

// R⊗2 // R

where the face maps multiply adjacent maps together and the R⊗SR
op module structure is

by multiplication from the outside (after flipping to make it a right mpdue). To see that this
is a colimit either construct a extra degeneracy or note that the realization of this simplicial
object obtained by forgetting the augmentation is simply R⊗RR. Now tensor this resolution
with R (resp. M) over R⊗S R

op to obtain the result.
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The simplicial object from the last lemma is called the cyclic Bar construction. In
the logic of the previous lemma the cyclic Bar construction arose as the base change of a
simplicial diagram in R-bimodules. One can also give a direct construction of the cyclic Bar
construction as follows: there is a universal symmetric monoidal ∞-category A containing
an associative algebra object A ∈ A. Universality means the following: for any symmetric
monoidal ∞-category C and a symmetric monoidal functor F : A → C we get an induced
algebra object F (A) ∈ Alg(C). This assignment defines a functor

Fun⊗(A, C)→ Alg(C)

which is an equivalence. Concretely A is the symmetric monoidal envelope of the associative
operad, that is A = Ass⊗act, see [Lur17a]. Now the explicit formulas show that A is in fact
a 1-category6 and therefore a simplicial object in A can be defined by defining fact and
degeneracy objects. Using this one can show that the cyclic Bar construction indeed defines
a functor

∆op → A

and thus for any algebra corresponding to a functor F : A → C we get an induced simplicial
object in C.

Remark 3.5.3. One benefit of the cyclic Bar construction description of THH(R) over the
tensor product description is that it comes with extra structure. Namely the cyclic Bar
construction ∆op → C extends to cyclic objects, that is extends over a functor ∆op → Λop

where Λ is Connes’ cyclic category. We will not get into the details here, but one result is
that THH(R) carries an action of S1.

One immediate observation is that for the definition involving the cyclic Bar construction
we do not need the unit of R. The unit only contributes to the degeneracy maps of the
diagram. Indeed, one can form a non-unital version of it using a non-unital universal category
in place of A as above.

Definition 3.5.4. Let R be anH-unital ring spectrum. Define THH(R) to be the realization
of the (semi-simplicial) cyclic Bar construction

THH(R) = colim∆op
inj

(
... //

//
//

// R
⊗3 //

//
// R⊗2 //

// R
)
.

The reason for restricting to H-unital ring spectra here is that only for H-unital ring
spectra THH(R) has good formal properties and can be modified in a reasonable way. For
the example we have the next statement:

Lemma 3.5.5. For an H-unital ring spectrum R we have

THH(R) ≃ R⊗R+⊗S(R+)op R ≃ THH(R+;R).

6Concretely it is the 1-category whose objects are finite sets and whose morphisms are maps of finite sets
together with a linear order on preimages on points.
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Proof. We have that
R = R⊗R+ R = R⊗R R (3.2)

where the latter is a non-unital relative tensor product given as

... //
//
//

// R
⊗4 //

//
// R⊗3 //

// R⊗2

The first equivalence in (3.2) is the definition of H-unitality and the second follows by left
Kan extension along ∆op

inj → ∆op. More precisely, we claim that for a left R-module M and
a right R-module N the Bar construction diagram

... //
//
//

//M ⊗R+ ⊗R+ ⊗N //
//
//M ⊗R+ ⊗N //

//M ⊗N

is the left Kan extension of the non-unital Bar construction

... //
//
//

//M ⊗R⊗R⊗N
//
//
//M ⊗R⊗N //

//M ⊗N

which is a semi-simplicial object. This readily follows from the formula for the left Kan
extension along ∆op

inj → ∆op which in level [n] ∈ ∆op is given by the coproduct over the set
of surjections [n]↠ [k] in ∆op, by a cofinality argument.

This gives us two different resolutions of R as an R+ −R+-bimodule, namely

... //
//
//

// R
⊗4 //

//
// R⊗3 //

// R⊗2 // R

and
... //

//
//

// R⊗R+ ⊗R+ ⊗R //
//
// R⊗R+ ⊗R //

// R⊗R // R

Using the fact that for any spectrum M we have

(R⊗M ⊗R)R+⊗(R+)opR =M ⊗R,

base-changing the first resolution allows us to interpret R ⊗R+⊗(R+)op R as the definition of
THH(R), whereas the second then gives the definition of THH(R+;R). Clearly it suffices
to show the mentioned fact for M = S, where it is now a consequence of H-unitality and
cofinality of the diagonal for ∆op:

|R1 ⊗R2 ⊗ (R+ ⊗ (R+)op)⊗• ⊗R3| ≃ |R1 ⊗ (R+)⊗• ⊗R3 ⊗ (R+)⊗• ⊗R2|
≃ R1 ⊗R+ R3 ⊗R+ R2

≃ R

where we labeled the different copies of R for clarity on how to permute them.

Recall that for a dualizable object C in an ambient symmetric monoidal ∞-category X
the dimension is defined as the endomorphism

dimX (C) : 1→ 1
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which is given as ev ◦ coev : 1→ C ⊗ C∨ → 1.7 More generally for a morphisms F : C → C
in X the trace is given by

trX (F ) : 1→ 1

which is given as

ev ◦ (F ⊗ id) ◦ coev : 1→ C ⊗ C∨ → C ⊗ C∨ → 1

By definition we have dimX (C) = trX (idC). In the case that we work in the ambient category
PrLs t we have that 1 = Sp and a map Sp→ Sp is given by a spectrum itself.

Definition 3.5.6. For a dualizable ∞-category C we define continuous THH as

THHcont(C) = dimPrLst
(Sp(C)) ∈ Sp

where dim is meant as the dimension in the dualizable sense. For a functor F : C → C in
PrLst we define

THHcont(C;F ) = trPrLst(F ) .

Theorem 3.5.7. For R an H-unital ring spectrum we have a canonical equivalence

THHcont(ModH(R)) ≃ THH(R) .

Proof. We claim that the dual of ModH(R) is given by ModH(R
op). The tensor product of

ModH(R) and ModH(S) is given by

ModH−H(R, S) ⊆ Mod(R+ ⊗ S+)

which is the full subcategory given by those R+ ⊗ S+-modules that are H-unital separately
as an R-module and as an S-module separately. This follows from the description of functors

ModH(R)→ C

for any C ∈ PrLst as H-unital R-modules in C. Under this equivalence the evaluation and
coevaluation of the duality are given by the functors

coev : Sp→ ModH−H(R,R
op)

sending S to R and conversely the functor ModH−H(R,R
op) → Sp which is determined by

the Rop−R-module R, so by Morita-Theory given by R⊗(R+)op⊗R+ −. To see that these are
indeed evaluation and coevaluation we simply verify the snake identities: for the first note
that the functors

ModH(R)
coev⊗id−−−−→ ModH−H−H(R,R

op, R)
id⊗ev−−−→ ModH(R)

7Technically one has to twist C ⊗ C∨ ≃ C∨ ⊗ C to match the domain of ev : C∨ ⊗ C → 1. However, in the
symmetric monoidal case, this is no issue and just clutters the notation.
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in the composition are given as follows. The first is given by sending M ∈ ModH(R) to
R ⊗M ∈ ModH−H−H(R,R

op, R) where the first two R’s act on the first tensor factor and
the last on the second. The second functor is given by sending N ∈ ModH−H−H(R,R

op, R)
to R ⊗(R+)op⊗R+ N ∈ ModH(R) where for the tensor product the second and third actions
are used. Thus the composite of these two functors is given by

M 7→ R⊗(R+)op⊗R+ (R⊗M) =M

The other ZigZag identity works similar.
Now finally in order to compute the dimension we simply have to compute the composi-

tion
Sp→ ModH−H(R,R

op)→ Sp

which then directly yields the claim.

We have not said anything about the functoriality of THHcont(C;F ) but this is our next
goal. Note that for fixed C it is obviously functorial in F .

Lemma 3.5.8. For a fixed dualizable C the assignment F 7→ THH(C;F ) ∈ Sp is colimit
preserving in F .

Proof. This functor is the composition

FunL(C, C) −⊗C∨
−−−→ FunL(C ⊗ C∨, C ⊗ C∨) ev ◦−◦ coev−−−−−−→ FunL(Sp, Sp) = Sp

Using the universal property of the tensor product of PrL one checks that the first functor
preserves colimits, and the second does since ev preserves colimits.

Proposition 3.5.9. For dualizable categories C and D and functors F : D → C, G : C → D
we have a canonical equivalence

THHcont(C;F ◦G) ≃ THHcont(D;G ◦ F ).

We note that this statement holds more generally for traces in ambient symmetric
monoidal categories and is called the ‘trace property’.

Proof. We work more generally in a general symmetric monoidal ∞-category X . We can
compute the trace as the upper composition in the diagram

1
ev //

ev
##

C ⊗ C∨ G⊗id
// D ⊗ C∨ F⊗id

//

id⊗F∨
&&

C ⊗ C∨ coev // 1

D ⊗D∨
id⊗G∨

88

D ⊗D∨

coev

;;

which commutes by definition of the dual maps. Thus we get that

dimX (FG) = dimX (F
∨G∨)
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and the claim now follows from the assertion that for any endomorphism H : C → C we have

dimX (H) = dimX (H
∨)

which in turn follows from the commutativity of

1

ev
##

ev // C ⊗ C∨ H⊗id
//

≃
��

C ⊗ C∨ //

≃
��

1

C∨ ⊗ C H∨⊗id
// C∨ ⊗ C

<<

which the finishes the proof.

Using this trace property we can construct the functoriality. In fact, we shall claim that
the assignment C 7→ THHcont(C) is functorial in strongly left adjoint functors. To see this let

F : C → D

be a strongly left adjoint functor with right adjoint R (which is also left adjoint). We have
unit idC → RF and counit FR→ idD of the adjunction and thus obtain a map

THH(C) = THH(C; idC)→ THH(C;RF ) ≃ THH(D : FR)→ THH(D; idD) = THH(D) .

For a composite F ′ ◦ F : C → D → E it is easy to verify that the induced map

THH(C)→ THH(D)→ THH(E)

is indeed the composition of maps, indeed:

Proposition 3.5.10. This extends to a functor

THHcont : PrLdual → Sp .

In fact, it even carries a natural S1-action, i.e. lifts through SpBS
1 → Sp.

Proof. Omitted, this requires a more throughout treatment of trace theories, see e.g. [Nik18].

Proposition 3.5.11. The assignment

PrLdual → Sp C 7→ THHcont(C)

is a finitary localizing invariant.

Proof. First consider a Verdier sequence

C i−→ E p−→ D
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in PrLdual. Then we have the right adjoint functors Ri and Rp and get a fiber sequence

i ◦Ri → idE → Rp ◦ p
of endofunctors of E . Thus applying THH yields a fiber sequence

THH(E ; i ◦Ri)→ THH(E ; id)→ THH(E ;Rp ◦ p)
Since Ri ◦ i = idC and p ◦Rp = idD the desired fiber sequence

THH(C)→ THH(D)→ THH(E) .
For a filtered colimit, we first recall from Construction 2.9.19 that (−)∨ : PrLdual ≃ PrLdual is
a covariant equivalence, and hence C ⊗ C∨ ≃ colimi Ci ⊗ C∨i . It is then also easy to check
that the coevi, evi induce the duality for C, e.g. we can write coev = colimi coevi in Ar(PrLst)
(using that since the diagram is filtered Sp = colimi Sp), and analogously for ev. Overall,
we can then write

dimPrLst
(C) = (colimi Sp→ colimi Ci ⊗ C∨i → colimi Sp) = colimi dimPrLst

(Ci)

as arrows in PrLst, and hence as objects in FunL(Sp, Sp) = Sp.

Corollary 3.5.12. For a homological epimorphism of unital rings R → S with fiber I we
have that

THH(Mod(R, I)) ≃ THH(R; I) .

If I is H-unital then this is equivalent to THH(I) = THH(I+; I).

Proof. We have the Verdier sequence

Mod(R, I)→ Mod(R)→ Mod(S)

and so we get a fiber sequence

THH(Mod(R, I))→ THH(R)→ THH(S) .

Now

THH(S) = THH(S;S) = THH(S;S ⊗R S) = THH(R;S ⊗S S) = THH(R;S),

where we again employ the trace-property of THH. Thus the first claim follows from the
fiber sequence of R-bimodules I → R→ S with the induced sequence

THH(R; I)→ THH(R)→ THH(S) .

For the second claim we note that in the H-unital case we have a pullback square

Mod(I+) //

��

Mod(S)

��

Mod(R) //Mod(R/I)

with the horizontal functors being homological epimorphisms. Thus the claim follows by
taking THH.

Note that one could prove the previous statement by analysing carefully the duality
datum associated with Mod(R, I), whose dual is Mod(Rop, Iop).
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3.6 The K-theory of Sheaves

Let X be a locally compact Hausdorff space and C be a compactly assembled ∞-category.
According to Corollary 2.12.3 we find that Shv(X; C) is also compactly assembled, so that
we can take its continuous K-theory. In this section we want to identify this K-theory.

Theorem 3.6.1 (Efimov). We have that

Kcont (Shv(X; C)) ≃ Γc

(
X,Kcont(C)

)
.

Corollary 3.6.2. For any dualizable ∞-category C, we have

Kcont(Shv(Rn; C)) ≃ ΩnKcont(C) .

In order the prove this theorem we would like to use Verdier duality as indicated in the
introduction. In order to do that we recall that for any map X → Y of locally compact
Hausdorff spaces we have the induced adjunction

f ∗ : Shv(Y ; C) //
oo Shv(X; C) : f∗

where f∗ is given by precomposing along (f−1)op : Open(Y )op → Open(X)op, and then f ∗

exists by the adjoint functor theorem. To efficiently reason about sheaf categories, the special
case of when f is an open immersion, i.e. the inclusion of some open subset, will be crucial.

Remark 3.6.3. Let i : X → Y be an open immersion. It induces an inclusion i : Open(X) ⊆
Open(Y ) which is left adjoint to the usual map i−1 : Open(Y ) → Open(X). This yields an
adjoint triple

PShv(X; C) PShv(Y ; C)

Laniop

((i−1)op)∗

(iop)∗

⊣
⊣

The formula for left Kan extensions shows that Laniop is given by “extending by zero”:

(Laniop F)(U) =

{
F(V ), U = i(V )

∅, else
.

The restriction functors clearly restrict to sheaves, and the left kan extension does if we
postcompose with sheafificaton, ultimately giving rise to the adjoint triple on sheaf categories

Shv(X; C) Shv(Y ; C)

i!

i∗

i∗

⊣
⊣

In particular, we see that i! is strongly left adjoint, hence compactly assembled.
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Considering the contravariant pullback functoriality

LCHausop → PrL, X 7→ Shv(X; C), (3.3)

we have the following assertion.

Proposition 3.6.4. The assignment (3.3) defines a sheaf of (presentable) ∞-categories on
LCHaus, that is:

1. Shv(∅; C) = pt and Shv(X ⨿ Y ; C) ≃−→ Shv(X; C)× Shv(Y ; C).

2. For a space X with open subsets U, V ⊆ X the following square is a pullback:

Shv(U ∪ V ; C) //

��

Shv(U ; C)

��

Shv(V ; C) // Shv(U ∩ V ; C)

Moreover, all the functors are Bousfield localizations.

3. For an increasing filtered union U =
⋃
Ui of opens in X we have

Shv(U ; C) ≃−→ lim Shv(Ui; C).

Proof. The first assertion is immediate and left as an exercise. For the second, we have seen
above that for an inclusion i : U ⊆ X of an open set we have that i∗i∗ ≃ id which shows
that i∗ is a Bousfield localization. Denote the inclusion W ⊆ X of an open subset by iW ,
and let j : U ∩ V ⊆ U . We now obtain an adjunction

L : Shv(U ∪ V ; C)⇄ Shv(U ; C)×Shv(U∩V ;C) Shv(V ; C) : R.

with
L(F) = (i∗UF , i∗VF) and R(F ,G) = (iU)∗F ×(iU∩V )∗j∗F (iV )∗G

where the unit is induced by the units of iU , iV , iU∩V

ηF : F → (iU)∗i
∗
UF ×(iU∩V )∗i∗U∩V F (iV )∗i

∗
VF ,

and similarly the counit (projected to Shv(V ; C)) is given by

prShv(V ;C) ε(F ,G) : i
∗
V ((iU)∗F ×(iU∩V )∗j∗F (iV )∗G)→ G.

Using the descriptions from Remark 3.6.3 and the sheaf condition one readily checks that
both unit and counit are equivalences, so L and R are mutual inverses.

Analogously, given a filtered union
⋃
i Ui = X, we can again construct an adjunction

L : Shv(X; C)⇄ lim Shv(Ui; C) : R

with L induced by restrictions and R(Fi) = limi(iUi
)∗Fi, and check that unit and counit are

equivalences by the sheaf conditions.
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We can also consider the category LCHausopen of locally compact Hausdorff spaces and
open embeddings. For each map f in there, we have an adjoint triple f! ⊣ f ∗ ⊣ f∗ by Remark
3.6.3. Then the assignment X 7→ Shv(X; C) becomes a covariant functor on this category
by means of the extension functoriality. As we have just seen, it in fact lands in PrLca, giving
a cosheaf.

Corollary 3.6.5. The functor Shv(−; C) : LCHausopen → PrLca is a cosheaf, that is

1. Shv(∅; C) = pt and Shv(X ⨿ Y ; C) ≃−→ Shv(X; C)× Shv(Y ; C). (recall from Proposition
2.7.12 that PrLca is semiadditive).

2. For a space X with open subsets U, V ⊆ X the following square is a pushout in PrLca:

Shv(U ∩ V ; C) //

��

Shv(U ; C)

��

Shv(V ; C) // Shv(U ∪ V ; C)

3. For an increasing filtered union U =
⋃
Ui of opens in X we have

colim Shv(Ui; C)
≃−→ Shv(U ; C)

in PrLca.

Proof. Immediate from the last result by passing to left adjoints.

We note that we can restrict the cosheaf Shv(−; C) to the category Open(X) for a fixed
locally compact Hausdorff space X and then get a cosheaf in the classical sense.

Corollary 3.6.6. For compactly assembled C, the functor

LCHausopen → Sp, X 7→ Kcont(Shv(X; C))

is a cosheaf.

Proof. By Theorem 3.4.2 Kcont commutes with filtered colimits and finite products. Given
open U, V ⊆ X we obtain a commutative diagram of horizontal Verdier cofiber sequences

Shv(U ∩ V ; C) Shv(U ; C) Shv(U ; C)/ Shv(U ∩ V ; C)

Shv(V ; C) Shv(U ∪ V ; C) Shv(U ∪ V ; C)/ Shv(V ; C)

≃⌟

where the right vertical map is an equivalence since the left square is a pushout by the
cosheaf property for Shv(−; C). Applying K, we get another diagram of horizontal cofiber
sequences, but since we are in Sp it then follows that the left square is a pushout in Sp.
Thus overall K(Shv(−; C)) is also a cosheaf.
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Now we want to look at the evaluation on compact Hausdorff spacesX. Any map between
compact Hausdorff spaces is proper, and more generall we have the following Lemma:

Lemma 3.6.7. Let C be compactly assembled, and f : X → Y a proper map of locally com-
pact Hausdorff spaces. Then f ∗ : Shv(X; C) → Shv(Y ; C) is compactly assembled. Equiva-
lently, f∗ preserves filtered colimits.

Proof. Recall from Proposition 2.8.7 that we can identify f ∗ = f ∗
C with f ∗

An ⊗ C. So by
Proposition 2.12.2 we can reduce to C = An. The claim then follows from Proposition 2.7.18
since left Kan extension preserves representables, so that f ∗ sends U → V for U ⊆ K ⊆ V
to the compact map f−1(U)→ f−1(V ) (since by properness f−1(K) is still compact).

Warning 3.6.8. In the stable setting the functor f∗ : Shv(X; C)→ Shv(Y ; C) has a further
right adjoint f ! for proper maps. Unstably this is not true.

Proposition 3.6.9 (Profinite descent). Assume that we have a cofiltered limit X = limXi

of locally compact Hausdorff spaces and proper maps. Then the pushforward functors induce
an equivalence

Shv(X; C) ≃−→ limPrR

i Shv(Xi; C)

where the limit is taken along the functors (fij)∗ : Shv(Xi; C) → Shv(Xj; C). Equivalently,
the pullback functors induce an equivalence

colimPrLca Shv(Xi; C)
≃−→ Shv(X; C)

where the colimit is taken along the functors (fij)
∗ : Shv(Xj; C)→ Shv(Xi; C).

Proof. Since C ⊗− : PrLca → PrLca preserves colimits, we can reduce to the case C = An since
f ∗
C = f ∗

An ⊗ C by Proposition 2.8.7.
Now for C = An, we will show the first formulation, so consider the covariant pushforward

functoriality Shv(−) : LCHaus→ PrR. Recall that one has adjunctions

Top Loc RTop

LCHaus Loclcr

Open(−)

pt Shv(−)

τ≤−1

≃

⊣ ⊣

Here Loc is the category of locales, and RTop denotes Lurie’s category of ∞-topoi and
geometric morphisms from [Lur17b, Definition 6.3.1.5]. It is well-known that the adjunction
between topological spaces identifies sober topological spaces with spatial locales. This
further restricts to an identification of locally compact Hausdorff spaces with so-called locally
compact regular locales, whose full subcategory we denote by Loclcr. A locale is locally
compact precisely when its underlying poset is compactly assembled; and the locale Open(X)
is regular precisely when X is regular, i.e. T3, i.e. admits neighborhood bases of closed sets.
We refer the reader to [Joh82, Sections III.1, VII.4] for details.
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Now it is shown in [Lur17b, Theorem 6.3.3.1] that the forgetful functor RTop → PrR

preserves cofiltered limits, so it remains to check that LCHaus ≃ Loclcr ⊆ Loc is closed under
inverse limits along proper maps. Regular locales are even closed under arbitrary limits, see
[Joh82, Lemma III.1.2(i), Proposition III.1.6, Remark III.1.8]. That locally compact locales
are closed under inverse limits along proper maps was shown in [HP02]; the idea is essentially
that an inverse limit in Loc is computed sufficiently similar to a filtered colimit of the posets
of opens, so that {pr−1

i (U) | i ∈ I, U ∈ Open(Xi)} still forms a basis of the limit, and
then the proof becomes analogous to the proof that the limit X = limiXi in spaces is again
locally compact.

Corollary 3.6.10. For a cofiltered limit X = limXi of locally compact Hausdorff spaces and
proper maps, and a compactly assembled ∞-category C, we have

Kcont(Shv(limXi; C)) = colimKcont(Shv(Xi; C)).

If all the Xi (and hence X) are furthermore compact, then we also have an equivalence
natural in E ∈ Sp:

Γ(X,E) = colimi Γ(Xi, E)

Proof. The first claim is immediate from the previous Proposition 3.6.9 and the fact that
Kcont is finitary. For the second, note that we can adjoin a final object −∞ to I and extend
the diagram so that X−∞ = ∗ without changing the limit. However, we need to assume that
all spaces Xi are compact to guarantee that the transition maps in this new diagram are
still proper. We can then apply Lemma 2.5.10 to obtain

Γ(X; (−)) = (pr−∞)∗(pr−∞)∗ = colimi(Xi → ∗)∗(Xi → ∗)∗ = colimi Γ(Xi; (−)).

Proof of Theorem 3.6.1. Fix the space X and consider the assignment

U 7→ Kcont(Shv(U); C)

which is a cosheaf of spectra on X. We now use Verdier duality

D : coShv(X; Sp)
≃−→ Shv(X; Sp)

and that for a cosheaf F on a locally compact Hausdorff space X we have that

D(F)(K) = F(X)/F(X \K)

for every compact subset K ⊆ X. Here the evaluation of a sheaf on a subset are the global
sections of the pullback to that subset (in this case the compact K). In order to identify
this for the concrete cosheaf F(U) = Kcont(Shv(U); C), note that for every open U we have
a Verdier cofiber sequence

Shv(U ; C)→ Shv(X; C)→ Shv(X \ U ; C).
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Applying Kcont yields a cofiber sequence of spectra

Kcont(Shv(U ; C))→ Kcont(Shv(X; C))→ Kcont(Shv(X \ U ; C))

which for U = X \K shows that

D(F)(K) = Kcont(Shv(K; C)).

For a compact K, the map f : K → ∗ is proper and thus induces a compactly assembled
f ∗ : C → Shv(K; C), which gives a functor Kcont(C) → Kcont(Shv(K; C)) = D(F)(K), which
adjoins over to a map from the constant sheaf K∗Kcont(C) → D(F)|K . Since X is locally
compact, we can glue these together into a map

ϕ : X∗Kcont(C) = Kcont(C)→ D(F).

To prove the theorem, it suffices to show that this map is an equivalence. Indeed, the inverse
Verdier equivalence

D : Shv(X; Sp)
≃−→ coShv(X; Sp)

sends a sheaf F to the cosheaf DF whose evaluation at an open U is given by compactly
supported sections of F on U , which would then give the desired description of F .

To see that ϕ is an equivalence, we can again reduce to the compact case since sheaves
on locally compact spaces are determined by the evaluation on compact subsets. Moreover,
if we know that ϕ is an equivalence for some compact space X, we also know it for each
closed subspace of X. Now every compact Hausdorff space X is a subspace of the Hilbert
cube [0, 1]I for some set I. To see this, simply take I = C0(X, [0, 1]) and embedd X by the
canonical ‘double dual’ map which is an embedding by Urysohn’s Lemma.

Thus it suffice to show the claim for the Hilbert cube [0, 1]I . By transfinite induction,
the Hilbert cube is an iterated inverse limit of the spaces Xn = [0, 1]n, so by Corollary 3.6.10
it suffices to show it for those. But these spaces are hypercomplete, so that an equivalence
of sheaves can by checked on stalks. The stalk of both sheaves are just Kcont(C), hence we
are done.

As we have learned from Dustin Clausen, the steps taken in the proof can actually be
formalised quite nicely. To this end, we consider the category CHaus of compact Hausdorff
spaces.

Theorem 3.6.11 (Clausen). Every functor F : CHausop → Sp satisfying closed and profi-
nite descent is determined by its value on the point. Here the descent conditions mean the
following:

1. (Closed descent) For every pair of closed subsets K,L ⊆ X we have that the square

F (K ∪ L) //

��

F (K)

��

F (L) // F (K ∩ L)

is a pullback.
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2. (Profinite descent) For every cofiltered diagram X = limXi we have that

F (X) = colimi F (Xi) .

The determination on the point means that we have an equivalence

evpt : Fun
desc(CHausop, Sp)

≃−→ Sp

given by evaluation on the point. The inverse takes E ∈ Sp to the functor X 7→ Γ(X,E) .

This result can be seen as a sort of characterisation of ‘cohomology theories’ on CHaus.
In contrast to the usual Eilenberg-Steenrod axioms we do not need to require ‘homotopy
invariance’ for such a cohomology theory, but rather get some version of homotopy invariance
for free, which we find very surprising. More precisely, we get that the cohomology theory
F doesn’t depend on the topological space X but only its shape. For CW complexes this
implies that it only depends on the homotopy type/underlying anima of X.

Proof. We fix some compact Hausdorff space X and consider the assignment

FX : K(X)op → Sp K 7→ F (K),

where K(X) is the poset of compact subsets. This satisfies finite descent and also

FX(K) = colimK≪L FX(L)

where K ≪ L means that there is an open in between. To see this, we use that F satisfies
profinite descent and that

K =
⋂
K≪L

L = limK≪L L.

This equality can be seen by noting that every point x ∈ K lies in some compact neigh-
borhood and by compactness we can then even find a compact neighborhood of K, giving
K ⊆

⋂
K≪L L. For the converse inclusion, let x ∈ X \K. Pick for each k ∈ K a compact

neighborhood Lk of k which does not contain x. By compactness of K, finitely many Lk’s
suffice to cover K, giving some K ≪ L ⊆ X \ {x}.

Recall that on (locally) compact Hausdorff spacesX, there is an equivalence Shv(X; Sp) ≃
ShvK(X; Sp) between sheaves and K-sheaves, see e.g. [Lur17b, Theorem 7.3.4.9] or [Vol23,
Section 5.1] for a quick overview. What we have proved above is precisely proves that FX
is a K-sheaf on X, so conclude that there exists a sheaf FX on X with FX |K(K) = FX(K)
for all compacts K ⊆ X. Moreover, the map F (pt)→ F (X) = FX(X) induced by X → pt
yields by adjunction a map of sheaves

ϕ : X∗F (pt) = F (pt)→ FX

which is a stalkwise isomorphism. We conclude that if X is hypercomplete, the sheaf FX is
constant with value F (pt). For a general compact Hausdorff space X, we again choose an
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embedding into a Hilbert cube and argue as before to conclude that ϕ is an equivalence. We
thereby see that the functor F is naturally equivalent to

X 7→ Γ(X,F (pt)) .

Remark 3.6.12. Note that the version of Efimov’s theorem for compact Hausdorff spaces X
follows more or less directly from Clausen’s result. Then the version of Efimov’s theorem for
a locally compact Hausdorff space X can be deduced by investigating the Verdier sequence
associated with a compactification X → X ← S. However, one can also formulate a version
of Clausen’s theorem that directly implies Efimov’s result. For this one has to consider
functors from locally compact Hausdorff spaces to spectra that are contravariant in proper
maps and covariant in open immersions (or more generally local homeomorphisms). Formally
these are functors

F : Span(LCHaus, proper, open)→ Sp

whose morphisms are X
p←− Y

i−→ Z with p proper and i an open immersion (or more
generally a local homeomorphism). These functors have to satisfy: closed (finite) descent,
closed profinite descent, open codescent and finally send the sequence

U → X ← Z (3.4)

to a fiber sequence F (U) → F (X) → F (Z).8 The result is that such functors are also
determined on the point. The proof proceeds exactly as the previous one and will be left as
an exercise.

Now we would like to examine the generality in which the results of Clausen and Efimov
hold. To this end we will need the following assertion.

Lemma 3.6.13. Assume that D is compactly assembled. Then equivalences between hyper-
sheaves9 on some topological space X with values in D can be detected on stalks.

Proof. We first note that the assertion is true for D = An, since by definition of hyper-
completeness we can detect equivalences of hypersheaves on homotopy sheaves, and then
the claim follows from the usual statement about sheaves of sets (see also [Lur17a, Lemma
A.3.9]). Now we assume that D is compactly generated and that F → G is a morphism of
hypersheaves with values in D, which is an equivalence on all stalks.

Then for each compact d ∈ Dω the assignments

U ⊆ X 7→ MapD(d,F(U)) and U ⊆ X 7→ MapD(d,G(U))
8Note that either open descent or finite closed descent and profinite descent suffice since they imply each

other using (3.4), at least the versions for inclusions which are the only relevant things for the proof.
9These are sheaves satisfying hyperdescent, i.e. descent with respect to all hypercovers, see e.g. [Lur17b,

Section 6.5.3].
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are hypersheaves of anima on X and the map F → G induces a map of such. Since d is
compact, the induced map on stalks at x is given by MapD(d,Fx) → MapD(d,Gx) and is
thus an equivalence by assumption. From the previous case of coefficients in An, we deduce
that the map of hypersheaves of anima

MapD(d,F)→ MapD(d,G)

is an equivalence. Since d ∈ Dω was arbitrary and D is compactly generated, we conclude
that F → G is an equivalence, as desired.

Finally, if D is compactly assembled, we can write it as a retract D i−→ C p−→ D in PrL,
where C is compactly generated. Then given a map ϕ : F → G of hypersheaves in Shv(X;D)
which is an equivalence on all stalks, we can postcompose and hypersheafify to get map of
hypersheaves (i∗ϕ)

hyshv : (iF)hyshv → (iG)hyshv in Shv(X; C). Since i preserves colimits and
hypersheafification doesn’t change stalks, we see that this is still an equivalence on all stalks,
so an equivalence of hypersheaves in Shv(X; C) by the previous case. Finally, note that since
p is both a left and right adjoint, postcomposing with it commutes with hypersheafification,
so that p∗(i∗ϕ)

hyshv = (p∗i∗ϕ)
hyshv = ϕhyshv = ϕ is an equivalence, as desired.

We note that in Theorems 3.6.1 and 3.6.11 the use of stalks it the key factor. We get the
following versions:

Theorem 3.6.14. Let F : PrLca → D be a finitary localizing invariant with compactly as-
sembled target C. Then for any locally compact Hausdorff space X and compactly assembled
∞-category C, we have

F (Shv(X; C)) ≃ Γc

(
X,F (C)

)
.

Proof. Use exactly the same proof as for Theorem 3.6.1, just for sheaves with values in D.
The key for the descent properties is to use that F is finitary and localizing. Then for the
stalkwise check use the previous Lemma 3.6.13.

Theorem 3.6.15 (Clausen). Let D be a compactly assembled category. Then every functor
F : CHausop → D with the property that it has closed descent and profinite descent is
determined by its value on the point. More precisely the functor given by evaluation on the
point

evpt : Fun
desc(CHausop,D)→ D

is an equivalence. The inverse takes E ∈ Sp to the functor X 7→ Γ(X,E).

Proof. In view of Lemma 3.6.13, we can use the same steps as in the proof of Theorem
3.6.11.

Corollary 3.6.16. The presentable categories PrLca and PrLdbl are not compactly assembled.

Proof. Everything we do below works exactly the same whether we use PrLca or PrLdbl, hence
we stick to the former. We will prove the following observations, from which the statement
follows immediately from Theorem 3.6.15:
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1. The functor Shv(−; Sp) : CHausop → PrLca satisfies profinite and closed descent.

2. If C is presentable, then for any object E ∈ C, we have Γ(R;E) = R∗R∗E = E.

3. Γ(R, Sp) = Sp ∈ PrLca is not equivalent to Shv(R; Sp).

The last point is clear; Shv(R) is not even compactly generated. For the second point, note
that R admits a basis i : B ⊆ Open(R) consisting of the open intervals, and that these
are closed under finite intersections. It is then not hard to verify that right Kan extension
along i restricts to a fully faithful functor Shv(B; C) ⊆ Shv(R; C) with left adjoint given by
restricting along i. Moreover, it is straightforward to see that a constant presheaf on B is
already a sheaf, and that the constant sheaf on R is the right Kan extension of the constant
sheaf on B. In particular, we see that for E ∈ C we have

Γ(R;E) = (R∗E)(R) = (R∗E)(i(R)) = (constBop E)(R) = E .

Finally, for the first claim, we have already seen that Shv(−) satisfies profinite descent in
Proposition 3.6.9, so it remains to see closed descent. For readability, we will from now on
write Shv(X) for Shv(X; Sp). So let X ∈ CHaus with two closed subsets K,L ⊆ X, and
consider the square of restriction functors:

Shv(K ∪ L) Shv(K)

Shv(L) Shv(K ∩ L)

⌟

Since the forgetful functor to PrL reflects pullbacks by 2.7.12, it suffices to check that the
corresponding diagram is a pullback in PrL, i.e. in Cat∞. The restriction functors induce a
map L : Shv(K ∪ L)→ C := Shv(K)×Shv(K∩L) Shv(L) which admits a right adjoint

R : C → Shv(K ∪ L), (F ,G) 7→ (iK)∗F ×(iK∩L)∗j∗F (iL)∗G.

The counit, when projected to Shv(K), is given at (F ,G) ∈ C by prShv(K) εF ,G : i∗KR(F ,G)→
F . Since we are working stable, i∗K preserves pullbacks, and by proper basechange one then
concludes that this map is an equivalence. Analogously, prShv(L) εF ,G and hence the counit
itself is an equivalence.

Hence it remains to see that L is conservative. So suppose that F ∈ Shv(K ∪ L) with
i∗KF = 0 and i∗LF|L. Recall that on compact Hausdorff spaces X there is an equivalence
Shv(X) ≃ ShvK(X) between sheaves and K-sheaves, see e.g. [Lur17b, Theorem 7.3.4.9] or
[Vol23, Section 5.1] for a good overview without proof. By inspecting the functor inducing
said equivalence one sees FK(C) = (i∗KF)(C) = 0 for any compact C ⊆ K, and analogously
FK(C) = 0 for any compact C ⊆ L. By closed descent, one then obtains FK = 0, hence
F = 0, as desired.
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Remark 3.6.17. We will see in the next chapter that Theorem 3.6.14 is true without the
assertion that D is compactly assembled. The idea is to show that there is a universal finitary
localizing invariant and that its target is dualizable.

However the above Corollary also shows that this fails for Theorem 3.6.15, and that
compactly assembled is generally a “tight bound”, c.f. Theorem 2.6.8. Nevertheless, it is
still an interesting question (to which we currently don’t know the answer) whether an
analogue may hold for stable bicomplete categories such as Spop.

3.7 Non-commutative motives

Generalizing from K-theory, we have previously defined the notion of a localizing invariant.
In this section we would like to give a formal version of it. To this end, recall that a functor

PrLca → D

to a stable ∞-category D is called a localizing invariant of it sends 0 to 0 and Verdier
cofiber sequence to cofiber sequences. Moreover, we call it finitary if it also preserves filtered
colimits.

Definition 3.7.1 (Blumberg–Gepner–Tabuada). We define the∞-category of non-commutative
motives

NcMot := Locω(Sp
op)op ⊆ Fun((PrLca)

op, Sp).

Proposition 3.7.2. The ∞-category NcMot is a stable, presentable ∞-category.

Proof. The fact that it is stable and has all colimits is clear by definition. Moreover, it is a
general fact that the category of ω-accessible functors between two presentable categories is
itself accessible.

The inclusion
NcMot→ Funω1−lim

(
(PrLca)

op, Sp
)

has a left adjoint L by the adjoint functor theorem. This way we obtain a functor

M : PrLca → NcMot C 7→ L(Σ∞C)

and we have:

Proposition 3.7.3 (Blumberg–Gepner–Tabuada). The functor M exhibits NcMot as the
universal finitary localizing invariant, that is any finitary localizing invariant

L : PrLca → D

extends uniquely to a colimit preserving functor L̃ : NcMot→ D. Moreover, we have

Kcont(C) = mapNcMot(Sp,MC).
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Definition 3.7.4. For a pair of compactly assembled ∞-categories C and D we write

KKcont(C,D) := mapNcMot(MC,MD)

and refer to it as bivariant continuous K-theory.

One should think of this as an analogue of KK-theory as defined for C∗-algebras by
Kasparov. As an example, we have that KKcont(Sp, C) = Kcont(C). Sometimes we shall also
write

KKcont(R, S) := KKcont(ModH(R),ModH(S))

for H-unital ring spectra R and S. With this notation we have KKcont(S, R) = Kcont(R).

Definition 3.7.5. We say that a compactly assembled functor

F : C → D

is a motivic equivalence if MC →MD is an equivalence in NcMot. Equivalently, if for each
finitary localizing invariant L we have that L(C)→ L(D) is an equivalence.

We say that a functor L : PrLca → E with E stable is a motivic invariant if it sends motivic
equivalences to equivalences in E . A motivic localizing invariant is a motivic invariant that
is also localizing.

Example 3.7.6. Every motivic equivalence induces an equivalence in K-theory, but the
converse does not hold. For example the inclusion/transfer functor

D(Fp)→ D(Z on p)

where D(Z on p) := Ind(Dp−nil(Z)) = ker(D(Z) → D(Z[1/p])) induces an equivalence on
K-theory by dévissage, but not on THH where THH(D(Z on p)) → THH(Z) is a p-adic
equivalence.

Example 3.7.7. Every finitary localizing invariant is motivic. This is true by the fact that
it then factors over non-commutative motives. Postcomposition of a motivic invariant with
any functor is still a motivic invariant. As an example we deduce that constructions like
TC,TP and TC− are motivic localizing invariants.

Theorem 3.7.8 (Ramzi–Sosnilo–Winges). The functor

M : PrLca → NcMot

is a Dwyer-Kan localization at the motivic equivalences. Moreover, we have

Ω∞(KKcont(C,D)) = colimD→D̂ MapPrLca
(C, D̂),

where the colimit ranges over all functors D → D̂ that are fully faithful motivic equivalences.

155



The above theorem is shown by establishing the structure of a cofibration category on
PrLca, where the weak equivalences are the motivic equivalences, and the cofibrations are the
fully faithful functors.

In view of Proposition 2.10.14 and Theorem 2.10.16 one can also deduce the following
Corollary:

Corollary 3.7.9. The functors

Alglu2 → NcMot and AlgH2 → NcMot

which send R to M(ModH(R)) are Dwyer-Kan localizations.

Corollary 3.7.10. Every motivic localizing invariant Catex∞ → E factors through a functor
NcMot→ E.

Remark 3.7.11. Ramzi–Sosnilo–Winges also show that every ω1-finitary localizing invariant
is motivic, so factors over NcMot. For κ-finitary localizing invariant and κ > ω1 regular this
is an open question, which might actually be undecidable (according to Efimov).

One of the goals for the next chapter is to show that NcMot is in fact dualizable. This
is a result of Efimov. We will in fact see that more is true, namely that it is rigid. This is
one of the main reasons to investigate the notion of (local) rigidity, which roughly formalizes
being self-dual in PrLst in a nice way.
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Chapter 4

Six functors

We will now see how compactness interacts with monoidal structures, and see how this leads
to the six functors.

Recall that one can view symmetric-monoidal ∞-categories as commutative algebra ob-
jects in Cat∞. On the “big” side, a commutative algebra object in PrL is a so-called a
closed symmetric monoidal (presentable) category, since the tensor product functor C×C →
C ⊗ C → C needs to preserve colimits in both arguments due to how the tensor product and
morphisms in PrL work. This can also be characterized by asking that (−)⊗ x : C → C has
a right adjoint for every x, which gives the internal Hom Hom(x,−) : C → C.

A classical notion for small symmetric-monoidal categories is to call them rigid if every
object is dualizable. This includes examples such as Perf(R), but also things such as k-finitely
generated k[G]-modules.

For big compactly generated categories, the corresponding notion is that the compact
objects coincide with the dualizable objects. Examples include the derived category D(R).

We will now see how to generalize this, and a weaker notion called locally rigid, to
compactly assembled categories.

4.1 Frobenius Algebras

Locally rigid categories will in particular give Frobenius algebra objects in PrL. Below, we
will give a short overview over the notion of Frobenius algebras. Classically, a Frobenius
algebra over a field k is a finite dimensional k-algebra A with a nondegenerate bilinear
pairing b : A ⊗ A → k satisfying b(xy, z) = b(x, yz). This gives rise to a self-duality
A∨ ∼= A, and dualizing unit η and multiplication map µ, we obtain a counit ε : A→ 1 and a
comultiplication ∆ : A→ A⊗A. This superficially looks similar to a Hopf algebra, but is very
different: Here, ∆(xy) = ∆(x)y = x∆(y), so ∆ is a bimodule homomorphism (not an algebra
map as in the case of Hopf algebras). The nondegenerate pairing can be described in terms of
the structure maps η, µ, ε,∆ by b = ε◦µ, since b(x, y) = b(xy, 1) = (b◦(id⊗η))(xy) = ε(xy).
So the entire structure is determined by the algebra structure (η, µ) and the counit ε.

This perspective on Frobenius algebras generalizes to higher algebra: Let C be a symmetric-
monoidal ∞-category admitting geometric realizations and so that the tensor product pre-
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serves geometric realizations separately in each variable.

Definition 4.1.1 ([Lur17a, 4.6.5.1]). Let A ∈ Alg(C) be an algebra with multiplication µ
and unit η. A morphism ε : A→ 1 is nondegenerate / exhibits A as a Frobenius algebra if
the composite

ev : A⊗ A µ−→ A
ε−→ 1

exhibits A as self-dual in C.

Remark 4.1.2. In checking identities in monoidal categories, especially those involving
monoidal duality, it is often helpful to employ the visual aid of string diagrams1. Most
identities in this section are easy enough and make a good exercise for getting comfortable
with the definitions, so we will only give a visual proof of the up-to-homotopy versions using
string diagrams. We read morphisms from top to bottom, and the monoidal tensorproduct
from left to right (and we don’t draw the unit). A straight vertical line corresponds to the
identity on A. The data and basic axioms of a Frobenius algebra as above is then represented
by the following diagrams:

µ η ε

ε

µev

µ

η

µ

η

cv

µ

µ µ

µ

ev ev

cvcv
= =

= =

=

:=

In the first line, we give the representations of µ : A ⊗ A → A, η : 1 → A, ε : A → 1,
and define the evaluation ev := ε ◦ µ : A ⊗ A → 1 as above. By definition of a Frobenius
algebra, we also have a corresponding coevaluation cv : 1 → A ⊗ A. The conditions that
these evaluation and coeavluation maps exhibit A as selfdual in C are then presented as the
equalities of string diagrams on the right; they read

(ev⊗A) ◦ (A⊗ cv) ≃ idA ≃ (A⊗ ev) ◦ (cv⊗A).

The left string diagram equalities show unitality and associativity of the multiplication.2

1See e.g. the Wikipedia article or the nlab article.
2Of course, the string diagrams describe e.g. associativity of µ only up to homotopy instead of coherently,

however for our purposes the manipulations are easily upgraded to fully coherent statements.
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Remark 4.1.3. In the case of commutative Frobenius algebras, it is more established to
use a certain 3-dimension visual calculus based on bordisms. Namely, it is a surprising fact
that commutative Frobenius algebras in a category C are the same as symmetric-monoidal
functors Bord1 → C where Bord1 is a category with objects compact oriented 1-manifolds,
and morphisms given by (anima) of 2-dimensional oriented cobordisms between them. The
symmetric-monoidal structure is disjoint union. The multiplication and comultiplication
come from the “pair of pants” between S1⨿S1 and S1, unit and counit from a disk interpreted
as morphism between and S1, and the self-duality pairing from the cylinder on S1 viewed
as morphism between S1 ⨿ S1 and ∅. In the 1-categorical world, a nice exposition can be
found in [Koc]. In the noncommutative case, we can (and will) instead use string diagrams
as a visual calculus.

Definition 4.1.4. Let (A, µ, η, ε) be a Frobenius algebra in C as above. Then we can define
a comultiplication ∆ : A → A ⊗ A by dualizing the multiplication µ, which boils down to
∆ := (µ⊗ A) ◦ (A⊗ cv)

:=

∆ µ

cv

Proposition 4.1.5. Let (A, µ,∆, η, ε) be a Frobenius algebra as above. Then

1. We recover cv ≃ ∆ ◦ ε.

2. Under the self-duality of A and 1, the dual η∨ : A∨ → 1
∨ of η identifies with ε, and

vice-versa.

3. (A,∆, ε) is a coalgebra in C. In particular, ∆ is coassociative and ε is a 2-sided counit
for ∆.

4. The comultiplication ∆ admits the structure of an (A,A)-bimodule map. In particular,
the Frobenius identities hold:

(A⊗ µ) ◦ (∆⊗ A) ≃ ∆ ◦ µ ≃ (µ⊗ A) ◦ (A⊗∆).

Pictorially, we write these as

µ

µµ ∆

∆ ∆
= =
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Proof. For (1.) and (2.), we have the following manipulations:

∆

η

µ

η cv

= =

cv

η

ev

η

ε

= =
εµ

ε

cv

ε

η η

ε

µ∆

cv

η cv

ev

η
= = = =

For the fully coherent version of (3), one considers the monoidal equivalence (−)∨ : Cdbl ≃
(Cdbl)op given by taking duals on the full subcategory of dualizable objects in C. This is
well-known in the 1-categorical setting, and also exists in the ∞-categorical setting by work
of Heine–Lopez-Avila–Spitzweck, c.f. [HLAS24, Theorem 5.8]. As we saw above, this sends
µ 7→ ∆ and η 7→ ε, and hence sends the algebra (A, µ, η) to a coalgebra (A,∆, ε).

For (4), note that the Frobenius identities are precisely the up-to-homotopy version of
the statement that ∆ is an (A,A)-bimodule map. For the fully coherent version, we note
that by [Lur17a, 4.6.2.14]3, since ev = ε ◦ µ exhibits A as self-dual in C, the morphism
ε : A ≃ A ⊗A A → 1 also exhibits A ∈ RMod(A) as right dual to A ∈ LMod(A), which
means there exists a coevaluation c : A→ A⊗A in BiMod(A,A) satisfying the usual triangle
identities (c.f. [Lur17a, 4.6.2.1]) and so that we recover the coevaluation cv ≃ cη : 1→ A⊗A.
We now show that forgetting the bimodule-map structure on c just yields ∆. Indeed, since
the Frobenius identities hold for c, we have

cv

µ∆ =
= ==

µ

µc

c c

ηη

Remark 4.1.6. In the above proof, one can also manually show the non-coherent versions
of (3) and (4). This is interesting because in some cases (see next section) ∆ is already a lax
(A,A)-bimodule map and then the only thing left to show are these Frobenius identities.

3their (λ,A,B,B′) is specialised to our (ε, 1, A, 1), with X = A as right A-module and Y = A as left
A-module, and e = ε : A⊗A A→ 1 and e′ = ev = ε ◦ µ : A⊗A→ 1.
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To do this, we first get left-counitality of ∆ and one part of the Frobenius identity as
follows:

µ

cv∆

ε

ε

===
ev

cv

= = =
µ

∆

µ

µ

cv

µ

µ

cv µ

∆

Using this, we get that we can equivalently define ∆ as (A⊗ µ) ◦ (cv⊗A):

ε

µ

cv cv

µ

∆

cv

µ

∆

ε

∆

∆

ev

cv

= = = =

Using this definition of ∆ the same proof for left counitality also works for right counitality
now. Moreover, we obtain the remaining Frobenius identity:

= = =
µµ µ µ

µ∆ ∆

∆

Finally, we can see coassociativity (up to homotopy) of ∆ as follows:

===

∆

∆

∆

∆ ∆

∆

cvcv

µ

µ

Proposition 4.1.7 ([Lur17a, 4.6.5.14]). Suppose that C is symmetric monoidal, A ∈ CAlg(C)
and ε : A→ 1 nondegenerate, i.e. (A, µ, η, ε) is a Frobenius algebra in C. Let e :M⊗AN → A
be a duality datum with coevaluation c : A→ N⊗AM in the symmetric monoidal∞-category
ModA(C). Then the composite map

e′ :M ⊗N →M ⊗A N
e−→ A

ε−→ 1
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is a duality datum in C with coevaluation

c′ : 1
η−→ A

c−→ N ⊗AM ≃ N ⊗A A⊗AM
N⊗A∆⊗AM−−−−−−−→ N ⊗A A⊗ A⊗AM ≃ N ⊗M.

In particular, the forgetful functor U : ModA(C)→ C preserves dualizable objects.

Proof. We do this in two steps. First, we claim that e′′ : M ⊗ N → M ⊗A N → A in
BiMod(A,A) exhibits M ∈ LMod(A) as dual to N ∈ RMod(A) in the sense of [Lur17a,

4.6.2.1], with coevaluation c′′ : 1
η−→ A

c−→ N ⊗A M in C. is the coevaluation corresponding
to e. Indeed, using the triangle identities for e and c, one easily checks that they also hold
for e′′ and c′′, for example:

M M ⊗N ⊗AM M

M ⊗ A M ⊗A N ⊗AM

M ⊗A A

M⊗c′′

M⊗η

e′′⊗AM

M⊗c e⊗AM

M⊗Ac

Now we have e′ = ε ◦ e′′, and we obtain a morphism in BiMod(A,A)

∆M,N :M ⊗A N ≃M ⊗A A⊗A N
M⊗A∆⊗AN−−−−−−−→M ⊗A A⊗ A⊗A N ≃M ⊗N

With this we can write c′ = ∆N,M ◦ c′′, and we claim that c′ and e′ satisfy the triangle
identities exhibiting M as dual to N in C:

M M ⊗N ⊗AM M ⊗N ⊗M N N ⊗AM ⊗N N ⊗M ⊗N

A⊗AM A⊗M N ⊗A A N ⊗ A

M N

M⊗c′′

≃

∆M⊗N,M

e′′⊗AM e′′⊗M

c′′⊗N

≃

∆N,M⊗N

N⊗Ae
′′ N⊗e′′

∆A,M

≃
ε⊗M

∆N,A

≃
N⊗ε

The remainder of the proof is on arguing that these diagrams commute. The top left triangles
have the obvious composite by the triangle identities for c′′ and e′′. Generally, note that for
any two maps f :M →M ′ and g : N → N ′ in ModA(C) we have the following commutative
square and triangles

M ⊗A N M ′ ⊗A N ′ M ⊗A A M ⊗ A A⊗AM A⊗M

M ⊗N M ′ ⊗N ′ M M

f⊗Ag

∆M,N ∆M′,N′

∆M,A

≃
act

M⊗ε

∆A,M

≃
act

ε⊗M

f⊗g
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This is immediate from the definition for the left square. For the middle square, (and dually
for the right one) this follows from the following commutative diagram

M ⊗A A⊗A A M ⊗A A⊗ A⊗A A M ⊗ A

M

M ⊗A A M ⊗A A⊗ A M ⊗A A

M⊗A∆⊗AA

M⊗Aµ ≃

act⊗µ
≃

M⊗AA⊗µ ≃

M⊗ε

M⊗A∆

act⊗A
≃

M⊗AA⊗ε
act≃

Here the left square commutes by the Frobenius identity, the bottom horizontal composite
is the identity by counitality of ∆, and the top-right composite from the bottom left corner
to the top right one is the definition of ∆M,A.

Corollary 4.1.8. With notation as above, suppose we are given another duality datum with
evaluation t : X ⊗A Y → A in ModA, as well as an A-linear map f : Y → Y ′. Then the
forgetful functor U : ModA(C)→ C sends the dual f∨ : X ′ → X to the dual (Uf)∨ : X ′ → X
of Uf .

Proof. This follows from the commutativity of the diagram

X X ⊗ A X ⊗N ⊗AM X ⊗N ⊗M X ⊗ Y ⊗M

X ⊗A N ⊗AM X ⊗A N ⊗M X ⊗A Y ⊗M

X ⊗A Y ⊗AM A⊗M

M

X⊗c′

X⊗Ac

X⊗c
∆

f

t′⊗M

∆

f

f

t⊗M∆

t⊗AM

The diagonal composite is the definition of U(f∨), whereas the right-down composite is the
definition of (Uf)∨, where we use that the above Proposition explicitly tells us that c′ is a
coevaluation witnessing that UM is dual to UN and t′ is an evaluation witnessing that UX
is dual to UY .

4.2 Locally rigid categories

Let X be a symmetric monoidal (∞, 2)-category (think (PrLst,⊗, Sp), or ModC(Pr
L
st) for a

relative notion).

Definition 4.2.1. A commutative algebra object (A, µ, η : 1 → A) in X is called locally
rigid if the following properties hold:
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1. The multiplication µ : A⊗ A→ A admits a right adjoint ∆ : A→ A⊗ A in X .

2. The Beck-Chevalley transformations

(µ⊗ id) ◦ (id⊗∆)→ ∆ ◦ µ
(id⊗µ) ◦ (∆⊗ id)→ ∆ ◦ µ

obtained4 from the commutative diagram of left adjoints

A⊗ A⊗ A A⊗ A

A⊗ A A,

µ⊗id

id⊗µ µ

µ

are equivalences. (This is exactly the Frobenius identity)

3. The composite 1
η−→ A

∆−→ A⊗ A is the coevaluation of a duality.

In particular, a locally rigid algebra A is dualizable, and comes with a canonical identi-
fication A ≃ A∨.

Remark 4.2.2. The multiplication A ⊗ A → A is an A-A-bimodule map. This gives its
right adjoint the structure of a lax A-A-bimodule morphism, i.e. roughly speaking one where
the diagrams that need to commute for a bimodule morphism only commute up to a (not
necessarily invertible) 2-morphism. These 2-morphisms include the Beck-Chevalley maps
∆(a) ⊗ b → ∆(a ⊗ b) appearing in the definition above. Thus the following can be seen to
be an equivalent condition to (2.) above:

2’. The lax A-A-bimodule structure on the right adjoint ∆ : A→ A⊗ A is strong.

Slightly more imprecisely, axiom (2.) thus asks for ∆ to be a bimodule homomorphism, but
it is important that this is just a property, not additional structure, due to ∆ being the right
adjoint to µ.

Proposition 4.2.3. If A is a locally rigid algebra object, we have:

1. The dual ε : A → 1 of the unit η : 1 → A is nondegenerate, i.e. exhibits A as
Frobenius algebra in X in the sense of Definition 4.1.1. In other words, the evaluation
ev corresponding to the coevaluation cv = ∆ ◦ η is given by ev ≃ ε ◦ µ.

2. The comultiplication ∆ is dual to µ, and hence agrees with the comultiplication de-
fined via the Frobenius structure as in Definition 4.1.4. In particular, all results from
Proposition 4.1.5 apply.

3. The forgetful functor ModA(X )→ X preserves dualizable objects.

4The first one is obtained by taking vertical right adjoints, the second one by taking horizontal right
adjoints.
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Proof. Since we have the Frobenius identities and the duality data ev and cv = ∆ ◦ η, one
readily checks that µ ≃ (ev⊗A) ◦ (A⊗∆) is dual to ∆:

η

η

µ µ µ

µ

∆∆∆cv

ev ev ev ev

= = = =

Completely symmetric to this is µ ≃ (A⊗ ev) ◦ (∆⊗A). Using both of these identites, one
gets the identification ε ◦ µ ≃ ev:

µ µ µ

ε

η
η

ev ev ev ev ev

∆
====

η

For (2.), we have just seen that ∆ is dual to µ, which is the definition of the comultiplication
in Definition 4.1.4. Finally (3.) now follows immediately from Proposition 4.1.7.

The following Lemma is very useful for recognizing locally rigid algebras, as it is often a
lot easier to provide a counit as opposed to checking that 1→ A⊗ A is a coevaluation.

Lemma 4.2.4. An algebra A in X is locally rigid if and only if:

1. µ : A⊗ A→ A admits a right adjoint ∆,

2. The lax A-A-bimodule structure on ∆ is strong,

3. There exists ε′ : A→ 1 which is a counit for the non-unital coalgebra structure defined
by ∆.

Proof. A posteriori, we know that we must set ev′ := ε′◦µ. The triangle identities witnessing
that ev′ is an evaluation for the coevaluation cv = ∆ ◦ η then follow immediately from the
Frobenius identities which hold by (2):

cv

ev′

∆

∆

µ

µ

η η

ε′ ε′

= = =

Note also that it suffices to ask for existence of ε′, and not choosing it, since the space of
counits to ∆ is contractible. For example, if ε and ε′ are two counits, ε ≃ (ε ◦ ε′) ◦∆ ≃ ε′

provides a canonical homotopy between them.
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Definition 4.2.5. We call a locally rigid A rigid if η : 1 → A admits a right adjoint. By
the observation in the proof of Lemma 4.2.4, its right adjoint then automatically agrees with
ε : A→ 1.

Let us consider some examples in X = (PrLst,⊗, Sp) to see this in action. In fact, we shall
note already that we will later see that in this example one can give a slightly more efficient
definition of being locally rigid, see Corollary 4.3.5 in the next section.

Example 4.2.6. For A = D(R), we may identify A⊗A with a category of R⊗SR-modules
(so R-R bimodule spectra). Under this identification, the multiplication is

(−)⊗R⊗SR R,

and its right adjoint is restriction along the multiplication. The Frobenius identity is clear.
Here, the unit Sp→ A does indeed have a right adjoint, the forgetful functor Mod(R)→ Sp.
This is indeed a counit for the comultiplication. So D(R) is rigid.

Example 4.2.7. For a homological epi R → R/I and A = D(R, I), we have similar multi-
plication and comultiplication. But the unit does not admit a right adjoint anymore, since
I is not necessarily compact, so mapD(R,I)(I,−) does not preserve colimits. But the coeval-
uation Sp→ A⊗ A of the duality pairing is still given by I viewed as R ⊗S R-module, and
the evaluation by (−) ⊗R⊗SR R, since the snake identity with this coevaluation candidate
compares (−)⊗R I with the identity, but they agree on D(R, I). From the duality we check
that the counit is the forgetful functor again. So we are still locally rigid, but not rigid.

Example 4.2.8. For the p-complete category D(Z)∧p , with monoidal structure given by the

p-completed tensor product, the unit does again not have a right adjoint in PrL: the right
adjoint is the forgetful functor, but this does not preserve colimits, so it is not a morphism
in PrL. For example,

Z/p[−1]→ Z/p2[−1]→ . . .→ (Qp/Zp[−1])∧p ≃ Zp

is a colimit diagram in D(Z)∧p which is not preserved by the forgetful functor.
However, one can check that it is locally rigid, with counit D(Z)∧p → Sp given by X 7→

fib(X → X[p−1]). This is in fact the assembly of the forgetful functor, which for example
takes Zp to Qp/Zp[−1] by the above colimit diagram.

Example 4.2.9. Let X be a locally compact Hausdorff space. For A = Shv(X; Sp), we may
identify A⊗ A with Shv(X ×X; Sp). Then:

1. The multiplication is ∆∗ for the diagonal map ∆ : X → X ×X.

2. Its right adjoint is ∆∗, which by properness of ∆ also agrees with ∆!.

3. The Frobenius identity holds by proper base-change applied to the diagram

X ×X ∆×id−−−→ X ×X ×X id×∆←−−− X ×X.
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4. The self-duality coevaluation is ∆∗(1), the pushforward of the constant sheaf on the
diagonal.

5. The claim made in the introduction is that the self-duality of Shv(X; Sp) interchanges
f∗ with f ! and f ∗ with f!. Since the unit map Shv(pt; Sp) → Shv(X; Sp) was t∗ for
t : X → pt the constant map, the counit must (a posteriori) be t! : Shv(X; Sp) →
Shv(pt; Sp). Note that t is not necessarily proper, so this is not necessarily the right
adjoint of t∗. We therefore learn that the coevaluation must (a posteriori) be t! ◦
∆∗ : Shv(X ×X; Sp) → Shv(pt; Sp), i.e. compactly supported cohomology along the
diagonal.

6. One can directly check that t! is a counit for ∆∗, since ∆∗ = ∆! and (−)! is compatible
with composition.

Note that Shv(X) is rigid if X is compact. Generally we want to think of rigidity as an
abstract version of compactness.

In the above example, we have used (part of) the f!, f
! maps to prove that Shv(X; Sp)

is locally rigid. In the following, we want to reverse the logic, and find other ways to
characterize locally rigid categories. This will then produce f! ⊣ f ! by dualizing f ∗ ⊣ f∗
along the implied self-duality.

Finally, if we have a morphism A → B in CAlg(PrL) then we say that B is locally rigid
over A if B is locally rigid in ModA(Pr

L) and similar for rigidity. Again we note that in this
case one can give a slightly more efficient definition of being locally rigid, see Corollary 4.3.5
in the next section. We have already seen a number of example where A = Sp. Let us now
give two more examples.

Proposition 4.2.10. Let f ∗ : A → B be a map in CAlg(PrL) and suppose that it admits
a further left adjoint f! which is fully faithful and whose oplax A-linear structure is strong.
Then B is locally rigid over A, and the counit is given by f!.

Proof. By assumption f!f
∗ : A → A is an A-linear colimit-preserving idempotent functor,

and hence given by E ⊗ − for some idempotent algebra E in A. Thus f ∗ : A → B is the
smashing localization at E, and we can identify B ≃ ModE(A). Under this identification,
the multiplication of B is given by

ModE(A)⊗A ModE(A) ≃ ModE⊗E(A)
E⊗E⊗E−−−−−−→

≃
ModE(A).

In particular, µB/A : B ⊗A B → B is an equivalence, and thus ∆B/A = µ−1
B/A is automatically

B-B-linear and colimit-preserving. Finally, consider the adjunctions

B B ⊗A B B
B⊗Af

∗

B⊗Af!

µB/A

≃

∆B/A

⊣

where the left one is obtained by base-change. Since f ∗ is the unit for µB/A, the lower and
hence upper composite is the identity. Thus f! is the counit of ∆B/A, and B is locally rigid
over A by 4.2.4.
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Proposition 4.2.11. Assume that B is a (locally) rigid algebra over A. Then for every map
A → A′ in CAlg(PrL) the pushout

A′ → A′ ⊗A B

is (locally) rigid.

Proof. This follows from the fact that the base-change A′⊗A− : ModA(Pr
L)→ ModA′(PrL)

is a symmetric monoidal 2-functor and thus preserves all terms used in the definition of
(locally) rigid algebras.

Example 4.2.12. Let X be a locally compact Hausdorff space and Y be an arbitrary space.
Then pullback induces an algebra map

Shv(Y )→ Shv(X × Y )

in PrL and this exhibits Shv(X×Y ) as a locally rigid Shv(Y )-algebra. This follows by using
local rigidity of Shv(X) and applying the above Corollary to the algebra map Sp→ Shv(Y ).

4.3 Properties of locally rigid categories

In this section, we prove the following important result, which says that for B locally rigid
over A, various notions agree whether we consider them relative over B or over A. In
the special case A = Sp, we obtain important equivalences between working B-linearly or
underlying.

Theorem 4.3.1 (Arinkin–Gaitsgory–Kazhdan–Raskin–Rozenblyum–Varshavsky). If A →
B is a map of commutative algebras in PrL and B is locally rigid in ModA(Pr

L), the following
hold:

1. A B-moduleM is dualizable in ModB(Pr
L) if and only if it is dualizable in ModA(Pr

L).

2. A B-algebra C is locally rigid in ModB(Pr
L) if and only if it is locally rigid in ModA(Pr

L).

We prove this in two statements (Propositions 4.3.3 and 4.3.10) and start with dualiz-
ability.

Lemma 4.3.2. Suppose that B satisfies the first two conditions of being locally rigid in
ModA(Pr

L), i.e. its multiplication µ : B ⊗A B → B admits a strong B-B-linear right adjoint
∆. If M is a B-module which is dualizable over A with A-linear dual M∨, and N is an
arbitrary B-module, we have a natural commutative diagram

FunLB(M,N ) M∨ ⊗B N

FunLA(M,N ) M∨ ⊗A N ,

≃

≃

168



Proof. We haveM∨ ≃ FunA(M,A). This inherits a B-action through theM argument, for
example by observing that ModB(Pr

L) → ModA(Pr
L), N 7→ N ⊗BM has a right adjoint,

which takes A to a B-module with underlying A-module FunA(M,A). More generally,
FunLA(M,N ) ≃M∨ ⊗A N by dualizability, and both sides inherit a B ⊗A B action.

Now we apply the 2-functors FunB⊗AB(−,FunA(M,N )) and (M∨ ⊗A N )⊗B⊗AB (−) to
the adjunction

B ⊗A B B.
µ

∆

and obtain adjunctions

FunLA(M,N ) FunLB(M,N )

M∨ ⊗A N M∨ ⊗B N ,

where the left hand terms agree by A-linear dualizability ofM. Now both of these adjunc-
tions are monadic: Preservation of colimits is automatic, and in the top one the right adjoint
is conservative since it is the forgetful functor, whereas in the bottom the right adjoint is
conservative since the left adjoint generates. As the composite of the adjoints on the orig-
inal adjunction is just multiplication with the object ∆(1) ∈ B ⊗A B, and everything was
B ⊗A B-linear, the monads on FunLA(M,N ) ≃M∨ ⊗A N agree, and the claim follows.

Proposition 4.3.3 (Arinkin–Gaitsgory–Kazhdan–Raskin–Rozenblyum–Varshavsky). Let A →
B be a map of commutative algebras in PrL, and assume that B is locally rigid as algebra in
ModA(Pr

L). ThenM∈ ModB(Pr
L) is dualizable if and only if it is dualizable in ModA(Pr

L).

Proof. If M is B-linearly dualizable, it is underlying dualizable by applying Lemma 4.1.7
to B viewed as Frobenius algebra in ModA(Pr

L). We now prove the converse. For N = B,
the equivalence from Lemma 4.3.2 shows thatM∨ = FunLA(M,A) is also the B-linear dual
FunLB(M,B). The diagram

FunLB(M,B) M∨ ⊗B B

FunLA(M,B) M∨ ⊗A B

FunLA(M,A) M∨ ⊗A A.

≃

≃

ε ε

≃

shows that the corresponding equivalence is given by the composite FunB(M,B)→ FunA(M,B) ε−→
FunA(M,A).

Applying the lemma to N = M, we also have a coevaluation B → M ⊗B M∨ ≃
FunB(M,M) given by the identity object, lifting the A-linear coevaluation under the for-
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getful map. So the diagram

A M⊗AM∨ FunA(M,M)

B M⊗BM∨ FunB(M,M)

η

≃

≃

commutes. Similarly, the diagram

M∨ ⊗AM A

M∨ ⊗BM B

ε

commutes, using that

FunLA(M,A)⊗AM A

FunLB(M,B)⊗AM FunLA(M,B)⊗AM B

FunLB(M,B)⊗BM FunLA(M,B)⊗BM B

≃
ε⊗idM ε

=

commutes and FunLB(M,B) → FunLA(M,B) ε−→ FunLA(M,A) is the equivalence deduced
above. As in Lemma 4.1.7, these factorisations produce a B-linear duality.

Remark 4.3.4. Actually, none of these statements used property 3 of the definition of
locally rigid algebras, just that B ⊗A B → B has a right adjoint whose lax B ⊗A B-module
structure is strong.

Corollary 4.3.5. Let B be an algebra in ModA(Pr
L) which satisfies

1. B ⊗A B → B admits a right adjoint ∆.

2. The lax B ⊗A B-module structure on ∆ is strong.

3’ B is dualizable in ModA(Pr
L).

Then B is locally rigid in ModA(Pr
L).

Proof. From the previous proposition and remark, we learn that B is B-linearly dualizable,
and its dual canonically identifies with FunLB(B,B) = B. Under B∨ ⊗A B ≃ FunA(B,B), the
coevaluation of the canonical duality is the identity functor, i.e. the composite A → B id−→
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FunLB(B,B) → FunLA(B,B), where the last functor is the forgetful map. Identifying the last
two terms with B∨ ⊗B B → B∨ ⊗A B, the map becomes the right adjoint to the canonical
map B∨⊗A B → B∨⊗B B. Under the identification B∨ ≃ B, this becomes the multiplication

map. So in total, we have identified the coevaluation with A → B ∆−→ B ⊗A B, proving that
B is locally rigid.

Example 4.3.6. Let R be a commutative ring spectrum. Then a stable, presentable R-linear
category C is by definition a module over Mod(R) in PrL. The last assertion implies that C
is dualizable relative to Mod(R) iff it is absolutely dualizable (that is relative to spectra). In
particular for R an ordinary ring one could model the R-linear theory by dg-categories and
thus conclude that being dualizable in this world is the same as being dualizable relative to
the sphere.

Lemma 4.3.7. Let B be a locally rigid algebra in ModA(Pr
L), and assume M → N is a

map of B-modules which admits a right adjoint. Assume furthermore that the lax A-module
structure on the right adjoint is strong. Then also the lax B-module structure is strong.

Proof. Base-changing the comultiplication B → B⊗AB alongM⊗B(−), we obtain a coaction
mapM→M⊗A B. Base-changing the adjunction

B ⊗A B B

we obtain an adjunction

M⊗A B M

between the action and coaction maps. Base-changing the diagram

B B ⊗A B

B ⊗A B ⊗A B,

id⊗ coev

∆

µ⊗id

we witness that the coaction map M → M ⊗A B and the action map M ⊗A B → M
are related through “dualizing the B over”. Starting with the commutative diagram of left
adjoints

M⊗A B M

N ⊗A B N ,

f⊗id f

we obtain a diagram of right adjoints

M⊗A B M

N ⊗A B N ,

Rf⊗id f
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where the strong A-linearity of Rf enters in the claim that the right adjoint of f ⊗ id is
Rf ⊗ id. Now, we may dualize over the B factors in the horizontal direction to turn this into
a diagram witnessing that Rf also commutes with the action map, proving the claim.

Given a 2-category X , denote by X iL the full subcategory of the underlying 1-category
on the internal left adjoints.

Lemma 4.3.8. For A ∈ CAlg(PrLst) the forgetful functor ModA(Pr
L)iL → PrL creates col-

imits.

Proof. We already know that ModA(Pr
L)→ PrL creates colimits, so it remains to show that

ModA(Pr
L)iL → ModA(Pr

L) does too. Let C• : I → ModA(Pr
L)iL be a diagram and C its

colimit in ModA(Pr
L). Moreover, let C• ⇒ constD be a cone in ModA(Pr

L)iL, i.e. where each
Ci → D is also an internal left adjoint. We need to show that the colimit cone and also the
map C → D in ModA(Pr

L) induced by the universal property of C again lie in ModA(Pr
L)iL.

Taking right adjoints we obtain a cone D ⇒ C• which by assumptions also lies in
ModA(Pr

L). Hence the limit cone and induced map to the limitD → C also lie in ModA(Pr
L),

as desired.

Remark 4.3.9. Let B → C be a map in CAlg(PrL) and F :M → N a lax C ⊗B C-linear
colimit preserving functor (of C ⊗B C-modules), with structure maps

αx,m : x⊗ F (m)→ F (x⊗m)

for x ∈ C ⊗B C and m ∈M. By restricting along the algebra maps

ℓ : C (−,1)−−−→ C ⊗B C and r : C (1,−)−−−→ C ⊗B C

we obtain lax C-linear functors ℓ∗F : ℓ∗M→ ℓ∗N and r∗F : r∗M→ r∗N .
We claim that to show that F is strong C⊗BC-linear, it suffices to show that ℓ∗F and r∗F

are strong C-linear. Indeed, note first that since F preserves colimits and C⊗B C is generated
under colimits by the image of C × C → C ⊗ C → C ⊗B C, i.e. by elementary tensors, it
suffices to check that each αc⊗c′,m is an equivalence. Next, note that the lax structure maps
for ℓ∗F respectively r∗F at (c,m) are given by αc⊗1,m respectively α1⊗c,m. Moreover, since
c⊗c′ ≃ (c⊗1)⊗(1⊗c′) inside C⊗BC, we have αc⊗c′,m ≃ α1⊗c′,c⊗m◦αc⊗1,m. Since equivalences
compose, this shows the claim.

Proposition 4.3.10 (Arinkin–Gaitsgory–Kazhdan–Raskin–Rozenblyum–Varshavsky). Let
A → B be a map of commutative algebras in PrL, and assume that B is locally rigid as
algebra in ModA(Pr

L). Then a B-algebra C is locally rigid in ModB(Pr
L) if and only if it is

locally rigid in ModA(Pr
L). In this case we have commutative diagrams

C ⊗A C C ⊗B C C C B

C ⊗A C C ⊗B C C A

µC/A

µC/B

εC/B

εC/A εB/AC⊗B∆B/A⊗BC

∆C/A

∆C/B
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and εC/B is the A-linear dual of the map B → C.

Proof. First assume that C is locally rigid over B. In particular, C is dualizable in ModB(Pr
L)

and hence also in ModA(Pr
L) by Proposition 4.3.3. Moreover, the multiplication µC/B :

C ⊗B C → C respectively µB/A : B ⊗A B → B admits a C ⊗B C-linear right adjoint ∆C/B
respectively B ⊗A B-linear right adjoint ∆B/A. Applying the 2-functors C ⊗B − and −⊗B C
to the latter adjunction shows also that C⊗AC → C⊗B C admits a C⊗AC-linear right adjoint
C ⊗B ∆B/A ⊗B C. Composing, we see that the C ⊗A C-linear multiplication map

C ⊗A C → C ⊗B C
µC/B−−−→ C

also admits a C ⊗A C-linear right adjoint as claimed. In view of Corollary 4.3.5, this shows
that C is also locally rigid over A.

For the converse, we assume that C is locally rigid over A. Again it follows from Propo-
sition 4.3.3 that C is dualizable in ModB(Pr

L). Next, note that Lemma 4.3.8 applies to show
that µC/B is a left adjoint internal to ModA⊗A(Pr

L). Indeed, each of the maps C ⊗A C → C,
B ⊗A C → C and B ⊗A B → B is such an internal left adjoint, hence C ⊗A B⊗An ⊗A C → C
and all maps in the ∆op

inj-indexed diagram are too.
If we combine Remark 4.3.9 and Lemma 4.3.7 applied to C/A with the fact that ∆C/B is

now colimit-preserving and strong A⊗A-linear, it follows that the lax C ⊗B C-linearity is in
fact strong. Hence C is locally rigid over B by Corollary 4.3.5.

Finally, we check the statement that the counits compose as indicated. Note that by
definition εC/A and εB/A are the A-linear duals of A → C respectively A → B. Similarly,
εC/B is by definition the B-linear dual of B → C, and hence in view of Corollary 4.1.8 also
the A-linear dual of B → C. Hence the triangle commutes as it is the A-linear dual of the
given commutative triangle

C B

A

Corollary 4.3.11. If A → B and B → C are rigid, so is the composite A → C.

Proof. Both internal left adjoints and locally rigid morphisms (by the above) are closed
under composition.

Corollary 4.3.12. Let B → B′ be a map of A-algebras in PrL which admits a fully faithful
and B-linear left adjoint. If B is locally rigid over A, then so is B′.

Proof. Combine 4.2.10 and 4.3.10.

Remark 4.3.13. We want to think of those maps B → B′ as ‘open’ maps. Therefore the
last proposition is the assertion that being locally rigid is a property that holds for open
subcategories of categories as well.
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Definition 4.3.14. Let A → B be a map in CAlg(PrL). Then a rigidification of B over A
is a factorization

A → B → B
in CAlg(PrL) where B is rigid over A and B → B admits a B-linear left adjoint which is
fully faithful.

Using this terminology we see that Corollary 4.3.12 states that if B admits a rigidification
over A then B has to be locally rigid over A. We will later see the converse. Namely that
every locally rigid category B over some base A in CAlg(PrL) admits a rigidification, in fact
a universal one. Thus the locally rigid categories can also be characterized as those that
admit a rigidification.

Next, let us investigate under which colimits in CAlg(PrLst) locally rigid categories are
closed. The case of rigid categories will be considered in the next section.

Proposition 4.3.15. Let LocRigL ⊂ CAlg(PrLst) be the subcategory on locally rigid categories
and symmetric monoidal strong left adjoint functors. Then the forgetful functor

LocRigL → CAlg(PrLst)

creates sifted colimits. Moreover, a finite coproduct (in CAlg(PrLst)) of locally rigid categories
is again locally rigid. In particular, colimits of locally rigid categories along symmetric
monoidal strong left adjoints in CAlg(PrLst) are again locally rigid.

Proof. We first check finite coproducts, i.e. finite tensor products. So let C and D be locally
rigid. By Proposition 4.2.11 C → C⊗D is locally rigid, and hence by Proposition 4.3.10 also
the composite Sp→ C ⊗D is, as desired.

Next, we check sifted colimits, so let C• : J → LocRigL be a sifted diagram. Denote

C := colim
CAlg(PrLst)
j Cj and write µj : Cj ⊗ Cj → Cj and µ : C ⊗ C → C for the multiplications.

By siftedness we have µ ≃ colimj µj in Ar(PrLdual) (where we use that also Ci ⊗ Ci → Cj ⊗ Cj
are strong left adjoints). In particular, C is dualizable and µ is a strong left adjoint, with
right adjoint ∆ that is then Sp-linear and lax C-linear. By restriction ∆ is also lax Cj-linear
for each j, and so by local rigidity of the Cj and Lemma 4.3.7 ∆ is also strong Cj-linear for
each j. Since ∆ preserves colimits and C is generated under colimits by the images of the
Cj, it follows that ∆ is also C-linear. Thus C is locally rigid by Corollary 4.3.5.

Moreover, it follows from Lemma 4.3.8 for A = Sp (equivalently, from Theorem 2.6.5)
that the entire colimit cone already lies in LocRigL, i.e. that the induced maps Cj → C are
again strong left adjoints. Analogously, it follows that given a cone C• ⇒ D in LocRigL, the
map C → D induced from the universal property of the colimit in CAlg(PrLst) is automatically
a strong left adjoint. This proves that the forgetful LocRigL → CAlg(PrLst) creates sifted
colimits.

Remark 4.3.16. If we take the coproduct of locally rigid categories in CAlg(PrL), then this
will generally not be a coproduct in LocRigL anymore, i.e. the structure maps C → C⊗D ← D
need not be strong left adjoints. Indeed, taking C = Sp this would precisely require the unit
map Sp→ D to be a strong left adjoint, i.e. D to be rigid and not just locally rigid.
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4.4 Trace class morphisms and rigidification

Definition 4.4.1. A map f : X → Y in a symmetric monoidal ∞-category C is called
trace-class if there exists an object Z ∈ C, morphisms α : 1 → Y ⊗ Z and β : Z ⊗X → 1

and a homotopy witnessing commutativity of the following diagram

Y ⊗ Z ⊗X

X Y

Y⊗βα⊗X

f

Example 4.4.2. Let C be the 1-category Vectk of vector spaces over a field k. We claim that
f : X → Y is trace class precisely if it is finite rank, that is it factors over a finite dimensional

subspace U ⊆ Y . First if we have such a factorization, then consider X
p−→ U

i−→ W . We set
Z = U∨ and consider α : k → Y ⊗ U∨ = [U, Y ] given by 1 7→ i which is also the composite
k → U ⊗ U∨ → Y ⊗ U∨ and β : U∨ ⊗X → k given by ev ◦ (f ∗ ⊗ id). Then we consider the
diagram

X

��

coev⊗id
// U ⊗ U∨ ⊗X i⊗id

//

��

Y ⊗ U∨ ⊗X
id⊗f
��

U
id

&&

coev⊗id
// U ⊗ U∨ ⊗ U

��

// Y ⊗ U∨ ⊗ U

��

U // Y

to verify the claim. Before we prove the converse we want to state some general properties
of trace class maps.

Let us note some easy consequences of the above definition.

Lemma 4.4.3. Let C be a symmetric monoidal ∞-category.

1. If f factors through a dualizable object D, then f is trace-class.

2. If C is closed symmetric monoidal with internal hom [−,−] : Cop × C → C, then it is
equivalent to demand Z = [X,1] and β : [X,1] ⊗ X → 1 to be the evaluation. By
adjoining X over, we see that f is trace-class iff there exists a lift in the following
diagram

[X,1]⊗ Y

1 [X, Y ]
f̂

3. If C is closed symmetric monoidal then idX is trace-class iff X is dualizable.

4. The trace-class morphisms form a 2-sided ideal.
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5. Symmetric monoidal functors preserve trace-class morphisms.

Proof. Claim (1) is the exact argument as given in the previous example. For (2) we need
to show that if f : X → Y is trace class with witness Z then it is trace class with witness
[X,1]. We consider the adjunct of the map β : Z ⊗X → 1, which is a map

β̃ : Z → [X,1] .

Then we apply this to α to obtain a map

α′ : 1→ Y ⊗ Z Y⊗β̃−−→ Y ⊗ [X,1] .

Now we assert that the composite X → Y ⊗ [X,1] ⊗ X → Y is given by f . This follows
from the commutativity of the diagram

Y ⊗ Z ⊗X

X Y ⊗ [X,1]⊗X Y

Y⊗β̃⊗X Y⊗βα⊗X

α′⊗X Y⊗ev

Since we are in a closed symmetric monoidal setting, (3) follows from Lemma 2.9.1. Next,
point (4) is easily seen from (2) and the fact that [X,1]⊗ Y → [X, Y ] is natural in both X
and Y . Finally (5) is clear from the original definition of trace-class maps.

Example 4.4.4. We continue the example of vector spaces. Let f : X → Y be a trace class
map of vector spaces and write Y = colimUi. Then we have a lift of f ∈ [X, Y ] to X∨ ⊗ Y .
This lift will then lie in some X∨ ⊗ Ui and thus we have a factorization X → Ui → Y . In
fact, we see that the map X → Ui is even trace class.

More generally the argument of the last example shows:

Lemma 4.4.5. Let C be a closed symmetric monoidal presentable category that is dualizable
with compact tensor unit. Then every trace class map is compact.

Proof. Let X → Y be trace class witness 1 → X∨ ⊗ Y and a map Y → colimDi. The
composite X → colimDi then is trace class, as witnessed by 1→ X∨ ⊗ colimDi. Note that
since 1 is compact and tensor product commutes with filtered colimits we find a factorization
1→ X∨ ⊗Di that shows the claim that X → colimDi factors over a finite stage.

We note that the converse also holds: if every trace class map is compact, then the
tensor unit is compact. This easily follows from the fact that the identity of 1 is trace class.
Together this shows the first part in the following result:

Theorem 4.4.6. Assume that C is a dualizable, stable ∞-category which carries a closed
symmetric monoidal structure. Then

1. The unit is compact precisely if every trace class morphism is compact.
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2. C is locally rigid precisely if every compact morphism is trace class.

3. C is rigid precisely if the compact morphisms and trace class morphisms agree.

The third assertion of the theorem is a combination of the first two. Thus it remains to
show (2), which we will do in the next section. We would like to first present some examples
and important consequences.

Example 4.4.7. Assume C is stable, presentably symmetric-monoidal and compactly gen-
erated. Then

1. The unit is compact if and only if every dualizable object is compact.

2. C is locally rigid if and only if every compact object is dualizable.

3. C is rigid if the compact and dualizable objects agree.

Proof. Since an object is dualizable if and only if its identity is trace class, the first statement
follows from the first statement of Theorem 4.4.6. Similarly, the “only if” direction of the
second statement follows directly from the theorem, whereas for the “if” direction we assume
that every compact object is dualizable and let f : X → Y be a compact morphism. Then
it factors through a compact object, which is dualizable, and so f is trace-class.

Finally, the third statement is again a combination of the first two.

Remark 4.4.8. While in a compactly generated category, the compact morphisms are ex-
actly the ones which factor through a compact object, the trace-class morphisms are not
necessarily the ones which factor through dualizable objects (unless the category is also
rigid). Consider D(Z)∧p , which is compactly generated by Z/p, and whose dualizable objects
are generated as a thick subcategory by Z∧

p . The map

⊕̂
Zp

(pn)−−→
⊕̂

Zp

which we can think of as a diagonal matrix with entries pn, is trace class, but does not factor
through a dualizable object since for example its rank after tensoring with Qp is infinite.

A useful consequence of the above internal characterisation of rigid categories is that
every symmetric monoidal functor between rigid categories automatically preserves compact
morphisms. In particular, if we write Rig ⊆ CAlg(PrLst) for the full subcategory on rigid
categories, then we also have a fully faithful inclusion Rig ⊆ LocRigL into the category
of locally rigid categories and symmetric monoidal strong left adjoints we considered in
Proposition 4.3.15.

Corollary 4.4.9. Rig ⊆ CAlg(PrLst) is closed under colimits.

Proof. Again we show this separately for finite coproducts and sifted diagrams. The case of
finite coproducts follows immediately from Proposition 4.2.11 and Corollary 4.3.11.

177



Next, let C• : I → Rig be a sifted diagram, and C its colimit in CAlg(PrLst). As mentioned
above, this diagram actually factors through LocRigL ⊂ CAlg(PrLst), and hence the colimit
cone lies again in LocRigL. In particular, C is locally rigid, so it remains to see that the unit
is compact. Pick any i ∈ I. Then the composite Sp→ Ci → C is one of symmetric monoidal
strong left adjoints, so the unit in C is compact.

Example 4.4.10. The inclusion Rig ⊆ CAlg(PrLst) is certainly not closed under limits, as is
easily seen using Example 4.4.7. For example,

∏
N Sp is again compactly generated, where

the compact objects are precisely the finitely supported pointwise compact objects as we
have seen in Example 2.7.15. On the other hand, the dualizable objects in

∏
N Sp are just

the pointwise dualizable ones, so this is clearly locally rigid but not rigid.
Another nice example is that of Borel G-spectra SpBG = limBG Sp for a finite group G. It

is compactly generated by the “induced” sphere spectrum S[G] = i!S where i! : Sp→ SpBG

is left Kan extension along i : ∗ → BG. Moreover, one checks that

(SpBG)ω ⊆ (Spω)BG = (Spdbl)BG = (SpBG)dbl,

so it is locally rigid. However, the unit p∗S for p : BG → ∗ is not compact, as otherwise
p!p

∗S = S[BG] ∈ Sp would have to be.

The above suggests that there should exist a right adjoint (−)rig : CAlg(PrLst) → Rig to
the inclusion Rig ⊆ CAlg(PrLst). Indeed we will be able to construct this using the compactly
assembled core we introduced in Theorem 2.7.5.

Lemma 4.4.11. Let
A0 A1 A2

B0 B1 B2

C0 C1 C2

be a diagram in a stable presentably symmetric-monoidal category C, where the horizontal
maps are trace-class. Denote the vertical pushouts by P0 → P1 → P2. Then P0 → P2 is
trace-class.

Proof. Since the maps A1 → P2 and C1 → P2 are trace-class, we obtain lifts

1→ A∨
1 ⊗ P2, 1→ C∨

1 ⊗ P2.

Composing with the maps to B∨
1 ⊗P2, we get two maps 1⇒ B∨

1 ⊗P2 which by commutativity
of the above diagram become homotopic in [B1, P2]. Now the fact that B0 → B1 is trace-class
gives us a diagram

B∨
1 ⊗ P2 [B1, P2]

B∨
0 ⊗ P2 [B0, P2]
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where the dashed map is multiplication with a lift 1 → B∨
0 ⊗ B1, so the maps become

homotopic in B∨
0 ⊗ P2 and we obtain a commutative diagram

1 A∨
0 ⊗ P2

C∨
0 ⊗ P2 B∨

0 ⊗ P2.

Since P∨
0 ⊗ P2 is the pullback, we obtain a map 1→ P∨

0 ⊗ P2 lifting the map P0 → P2.

Proposition 4.4.12. Let C be a stable, presentably symmetric-monoidal ∞-category. Then
the class S of trace-class morphisms forms a precompact ideal as in Definition 2.7.1.

Proof. The fact that it is an ideal was verified before. To see that it is accessible assume
that C is κ-accessible and such that the unit 1 is κ-compact. Consider a trace class map
X → Y . Write Y = colimYi for Yi being κ-compact. Then we find a lift 1 → X∨ ⊗ Yi
for some i, hence a lift of f through a κ-compact object. In particular every morphism in
SQ factors through a κ-compact object. To check that the ideal S is precompact we have
to further verify that given a diagram F0 ← F1 → F2 of functors [0, 1] ∩ Q → C with all
positive-length morphisms in S, the pushout F0 ⨿F1 F2 takes 0 → 1 to a morphism in S.
This follows directly from Lemma 4.4.11.

Corollary 4.4.13. Let X be a locally compact Hausdorff space. Then Shv(X; Sp) is locally
rigid.

Proof. By Theorem 4.4.6, it suffices to check that all compact morphisms are trace-class.
Note that an entirely analogous argument as for 2.7.18(1.) shows that the precompact ideal
of compact maps in Shv(X; Sp) is generated by the morphisms Σ∞

+U → Σ∞
+ V for U ⊆ V with

a compact inbetween. So by Proposition 4.4.12 it suffices to check that these morphisms.
We claim that already all inclusions with U ⊆ V are trace class in Shv(X; Sp) (without the
compactness of U).

Here Σ∞
+U is the spectral sheaf which is the sheafification of the presheaf taking W ⊆ X

to S if W ⊆ U , and 0 otherwise. This is zero on the open X \ U , and the constant sheaf
with value S on U , which is the unit. We thus have that (Σ∞

+U)
∨⊗Σ∞

+ V → [Σ∞
+U,Σ

∞
+ V ] is

an equivalence after restriction to X \U , since there both are zero. It is also an equivalence
after restriction to V , since there Σ∞

+ V is the unit. So in particular the map Σ∞
+U → Σ∞

+ V
is trace class if U ⊆ V , so X \ U ∪ V = X.

This proves directly (without investing the f! or f
! functors as before!) that Shv(X; Sp)

is locally rigid. In particular, it is self-dual.

Definition 4.4.14. For a continuous map of locally compact Hausdorff spaces f : X → Y ,
we define an adjunction

Shv(X; Sp) Shv(Y ; Sp),
f!

f !
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by letting the left adjoint f! be the PrLst dual of the left adjoint f ∗. Equivalently it is the
counit of the relatively locally rigid algebra defined by f ∗ (see Proposition 4.3.10), since the
duality is f ∗-linear.

Lemma 4.4.15.

1. If f : X → Y is proper, then f∗ ≃ f!.

2. If f : X → Y is an open immersion, then f ! ≃ f ∗.

Proof. Note that f ∗ exhibits Shv(X; Sp) as algebra over Shv(Y ; Sp), and the right adjoint
f∗ is Shv(Y ; Sp)-linear by the projection formula. By Proposition 4.3.10, Shv(X; Sp) is also
locally rigid over Shv(Y ; Sp), and f! is also the Shv(Y ; Sp)-linear dual of f ∗. Since f ∗ is the
unit of Shv(X; Sp) as locally rigid Shv(Y ; Sp)-algebra, f! is the counit.

If f is proper, f∗ preserves colimits. So it is a morphism in PrL, and thus agrees with
the counit f! (Compare Definition 4.2.5). If f is an open immersion, then f ∗ admits a fully
faithful left adjoint, namely extension by zero. In this case, Proposition 4.2.10 applies to
show that this left adjoint agrees with the counit f!, and so on right adjoints f ∗ ≃ f !.

This shows that the f!, f
! functors obtained from dualizing coincide with the usual char-

acterisation as further adjoints. It also gives a recipe to compute it, as we may factor any
f : X → Y as open immersion X → X followed by a proper map X → Y , for example by
letting X be the preimage Y ×βY βX in the Stone-Cech compactification. This recipe does
of course not clearly lead to well-defined functors independent of the choice of factorisation,
which we get for free from the description as duals.

We now come to the promised right adjoint (−)rig to the inclusion Rig ⊆ CAlg(PrLst).

Theorem 4.4.16. Let C be a stable, presentably symmetric monoidal ∞-category. Then
there is a universal rigid symmetric monoidal ∞-category Crig with a symmetric monoidal
functor Crig → C. Universality means that for any rigid presentable category D the induced
map

FunL,⊗(D, Crig)→ FunL,⊗(D, C)
is an equivalence. If C is locally rigid, then Crig → C admits a fully faithful left adjoint, i.e.
Crig → C is a rigidifcation of Sp → C as in Definition 4.3.14. If 1 ∈ C is compact then
Crig → C is fully faithful.

We call the rigid category Crig the rigid core of C.

Proof. By Proposition 4.4.12, the trace class morphisms in C form a precompact ideal S,
and we may form (C, S)ca. Now compactly assembled functors D → (C, S)ca are the same as
colimit-preserving functors D → C taking compact morphisms to trace-class morphisms.

Since trace class morphisms are closed under the monoidal structure, and j1 ∈ (C, S)ca,
we also see that (C, S)ca ⊆ Ind(C) is a symmetric-monoidal full subcategory, and the functor
k : (C, S)ca → C is symmetric-monoidal.

Next, we prove that (C, S)ca is itself rigid. It suffices to check that the unit is compact
and that compact morphisms are trace-class. As the unit is j1, which is even compact in
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Ind(C), the first part is clear. For the second part, we check as in the proof of Theorem
2.7.5 that a compact morphism X → Y in (C, S)ca factors through colimα<β jZα for some
S-exhaustible diagram Zα and some β ∈ Q. But then X → Y factors through the morphism
colimα<β jZα → colim

β+
2
3
<α<β+1

jZα. We now directly witness this as trace-class by taking

W = colim
β+

1
3
>α>β

j(Z∨
α ), and using the “coevaluation”

j1→ j(Z∨
β+

1
3

)⊗ jZ
β+

2
3
→ colim

β+
1
3
>α>β

j(Z∨
α )⊗ colim

β+
2
3
<α<β+1

jZα

with the “evaluation”

colimα<β jZα ⊗ colim
β+

1
3
>α>β

j(Z∨
α )→ jZβ ⊗ j(Z∨

β )→ j1.

Setting Crig = (C, S)ca, the equivalence

FunL,⊗(D, Crig)→ FunL,⊗(D, C)

is now given in one direction by postcomposition with k, and in the other by applying (−)rig
and using that if D is rigid, Drig → D is an equivalence since the trace class morphisms in
D then coincide with the compact ones by Theorem 4.4.6.

If C is locally rigid, C ⊆ S where C denotes the compact morphisms, so Crig → C admits a
fully faithful left adjoint by Addendum 2.7.7. If 1 is compact then all trace class morphisms
are compact,then Crig → C is fully faithful by Addendum 2.7.6.

Example 4.4.17. For C = D(Z)∧p , we have Crig = Ñuc(Zp). For example, this follows since
by the universal property, (−)rig turns the limit D(Z)∧p ≃ limD(Z/pn) into a limit in rigid

categories, which is formed in PrLdual.

Let us mention one more simple statement which is useful to know:

Lemma 4.4.18. Let C ∈ CAlg(PrLst). Viewing C and Crig as full subcategories of Ind(C), we
have

Cdbl = C ∩ (Crig)dbl = C ∩ (Crig)ω = C ∩ Crig.
Proof. As before, let S denote the precompact ideal of trace-class morphisms in C. Since
Crig ⊆ Ind(C) is fully faithful and preserves colimits, it detects compact objects. Since
C = Ind(C)ω, it follows immediately that C ∩ Crig = C ∩ (Crig)ω = C ∩ (Crig)dbl. Now if
X ∈ Cdbl, then jX is S-exhaustible by the identity maps, hence Cdbl ⊆ C ∩ Crig. It remains
to see that if jX ∈ Crig, then X must be dualizable. So write jX = colimi Zi is a filtered
colimit of S-exhaustible objects Zi = colimα∈Q jZi,α. Using compactness of jX, we can then
factor idjX as follows:

jZi,α jX jX

jZi,α+1 Zi = colimα∈Q jZi,α colimi Zi

Since j is fully faithful and Zi,α → Zi,α+1 is trace-class, it follows that idX is trace-class,
hence X is dualizable, as desired.
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4.5 Proof of Theorem 4.4.6

We adapt the proof of Maxime Ramzi from [Ram, Proposition 3.16]. In op.cit. the author
derives a good part of the theory of compactly assembled categories in a V-enriched setting,
where compact maps are replaced with the notion of V-atomic maps. For the proof of
Theorem 4.4.6 we will introduce a slightly weaker but more easily defined notion, which
for lack of a better name we call weakly V-atomic maps (and indeed one may check that
Ramzi’s atomic maps are always weakly atomic in our sense). Let us begin with some short
recollections on enriched categories we will need in the following.

Recall that if V ∈ CAlg(PrL) andM is an V-module, thenM admits an V-enrichment,
and in particular a functor

homM = homV
M :Mop ×M→ V

so that we have a natural equivalence

MapV(a, homM(x, y)) ≃ MapM(a⊗ x, y).

The V-linear functors f : M → N will be compatible with this enrichment in that they
induce natural transformations homM(−,−) → homN (f(−), f(−)). Moreover, we will also
need that if L : M ⇄ N : R is an internal adjunction in ModV(Pr

L), then we obtain an
adjunction equivalence on the mapping objects by the Yoneda Lemma:

MapV(a, homN (Lx, y)) ≃ MapN (a⊗ Lx, y)
≃ MapN (L(a⊗ x), y)
≃ MapM(a⊗ x,Ry)
≃ MapV(a, homM(x,Ry)).

One shows analogously that a fully faithful A-linear functor also induces equivalences on the
hom-objects.

Definition 4.5.1. Let V ∈ CAlg(PrL) andM be an V-module.

1. An object x ∈M is V-atomic if V −⊗x−−→M is an internal left adjoint in ModV(Pr
L).

2. A morphism f : x → y is weakly V-atomic if for all a ∈ V , z ∈ M and all small
diagrams (zi)i : I →M the indicated lifts exist in the following diagrams

v ⊗ homM(y, z) v ⊗ homM(x, z) colimi homM(y, zi) colimi homM(x, zi)

homM(y, v ⊗ z) homM(x, v ⊗ z) homM(y, colimi zi) homM(x, colimi zi)

Again we remark some easy consequences.
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Lemma 4.5.2. Let V ∈ CAlg(PrL) and f :M→N a functor in ModA(Pr
l).

1. An object x ∈M is V-atomic if and only if idx is weakly V-atomic.

2. The weakly V-atomic maps inM form a 2-sided ideal inM. In particular, a morphism
factoring over a V-atomic object is weakly V-atomic.

3. If f is an internal left adjoint in ModV(Pr
L), then it preserves weakly V-atomic maps.

4. If f is fully faithful then it reflects weakly V-atomic maps.

Proof. For the first claim, note that in the diagrams defining what it means for idx to be
weakly V-atomic, the vertical maps are identities now. Hence by 2-out-of-6 it follows that idx
is weakly V-atomic if and only if all involved maps are equivalences, which precisely states
that homM(x,−) is B-linear and colimit-preserving. Since this functor is right-adjoint to

B −⊗x−−→M, this is equivalent to asking that x is V-atomic.
Claim (2) is clear. Part (3) follows from the commutative diagram

v ⊗ homN(fy, z) v ⊗ homN(x, z)

v ⊗ homM(y, fRz) v ⊗ homM(x, fRz)

homM(y, v ⊗ fRz) homM(x, v ⊗ fRz)

homN(fy, v ⊗ z) homN(fx, v ⊗ z)

where we crucially use A-linearity of the right adjoint fR of f . The case for colimits is
entirely analogous and uses that fR also preserves them. Part (4) is very similar to part (3);
we consider the diagram

v ⊗ homM(y, z) v ⊗ homM(x, z)

v ⊗ homN(fy, fz) v ⊗ homN(fx, fz)

homN(fy, v ⊗ fz) homN(fx, v ⊗ fz)

homM(y, v ⊗ z) homM(x, v ⊗ z)

and similarly for the colimit case.
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Proposition 4.5.3. Let V ∈ CAlg(PrL).

1. The class of weakly V-atomic maps in V agrees with the trace-class maps in V.

2. If F :M→N is a lax V-linear functor and x→ y is trace-class, then for any m ∈M
we can find a lift

x⊗ Fm y ⊗ Fm

F (x⊗m) F (y ⊗m)

Proof. We begin with (1.). Note that now homV(−,−) = [−,−] : Vop × V → V is the
internal hom of V . Let f : x → y be a morphism in V . We first show that if f is weakly
V-atomic, then it is trace-class. In fact, we do not even need the full power of being weakly
V-atomic, just the part requiring V-linearity. Namely, we can build a lift as in condition (2.)
of Lemma 4.4.3 as follows:

y ⊗ [y,1] y ⊗ [x,1]

1 [y, y] [x, y]îd

f̂

For the converse, suppose that f is trace-class and choose a lift α : 1 → [x,1] ⊗ y of

f̂ : 1 → [x, y]. Given v ∈ V and a small diagram (zi)i : I → V , one checks that the
composites

[y, v ⊗ z] α−→ [x,1]⊗ y ⊗ [y, v ⊗ z] evy−−→ [x,1]⊗ v ⊗ z → v ⊗ [x, z]

and
[y, colimi zi]

α−→ [x,1]⊗ y ⊗ [y, colimi zi]
evy−−→ [x,1]⊗ colimi zi → colimi[x, zi]

define the desired lifts in the diagrams

v ⊗ [y, z] v ⊗ [x, z] colimi[y, zi] colimi[x, zi]

[y, v ⊗ z] [x, v ⊗ z] [y, colimi zi] [x, colimi zi]

For point (2.), one again checks that the composite

F (x⊗m)→ [x,1]⊗ y ⊗ F (x⊗m)→ y ⊗ F ([x,1]⊗ x⊗m)→ y ⊗ Fm

is the desired lift.
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Corollary 4.5.4. Let V ∈ CAlg(PrL) and α : x → y a trace-class map and β : v → w a
compact map. Then β ⊗ α : v ⊗ x→ w ⊗ y is compact.

Proof. Note that α is weakly V-atomic by Proposition 4.5.3(1). Now let (zi)i : I → V be a
filtered diagram. We can then paste lifts obtained from α and β to obtain one for β ⊗ α as
follows

colimiMapV(w ⊗ y, zi) colimiMapV(v ⊗ x, zi)

colimiMapV(w, [y, zi]) colimiMapV(w, [x, zi]) colimiMapV(v, [x, zi])

MapV(w, colimi[y, zi]) MapV(w, colimi[x, zi]) MapV(v, colimi[x, zi])

MapV(w, [y, colimi zi]) MapV(w, [x, colimi zi]) MapV(v, [x, colimi zi])

MapV(w ⊗ y, colimi zi) MapV(v ⊗ x, colimi zi)

Proof of Theorem 4.4.6. As mentioned there, it remains to show that C ∈ PrLdual is locally
rigid if and only if every trace-class map in C is compact.

Suppose first that C is locally rigid, and let f : x→ y in C be a compact morphism. We

obtain a factorization ȷ̂x→ jy → ȷ̂y in Ind(Cω1). Since jy is compact, we see that Sp
−⊗jy−−−→

Ind(Cω1) is an internal left adjoint in PrLst. Basechanging, we get that C
−⊠jy−−−→ C⊗ Ind(Cω1) is

an internal left-adjoint in ModC(Pr
L), i.e. 1C ⊠ jy ∈ C ⊗ Ind(Cω1) is C-atomic. Since 1C ⊠ ȷ̂f

factors through this C-atomic object, it is a weakly C-atomic map. Tensoring the internal
adjunction ȷ̂ ⊣ k with C, we obtain the following adjunction internal to ModC(Pr

L):

C ⊗ C C ⊗ Ind(Cω1)
−⊠ȷ̂

−⊠k

⊣

In particular − ⊠ ȷ̂ is a fully faithful C-linear functor, and hence reflects weakly C-atomic
maps. It follows that 1 ⊠ f is weakly C-atomic. Since C is locally rigid, µ : C ⊗ C → C is
an internal left adjoint in ModC(Pr

L), and thus preserves weakly C-atomic maps. It follows
that f is weakly C-atomic in C, and thus trace-class by Proposition 4.5.3(1).

For the converse, assume that C is dualizable and compact maps are trace-class. We
begin by showing that µ : C ⊗ C → C is strongly left adjoint. By Propositions 2.6.1 and
2.12.2 we have to show that if f : X → Y and f ′ : X ′ → Y ′ are compact maps in C, then
f⊗f ′ : X⊗X ′ → Y ⊗Y ′ is again compact. But by assumption compact maps are trace-class,
so it follows from the previous Corollary that f ⊗ f ′ is again compact.
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In view of Remark 4.3.9 it remains to see that ∆ is left C-linear, as right C-linearity
is entirely analogous. Since we already know that ∆ preservrs colimits, we can reduce to
checking this on compactly exhausted objects. Since compact maps are trace-class, this
follows from Proposition 4.5.3(2) by a cofinality argument.

4.6 Verdier Duality

In this section, we make the self-duality of Shv(X; Sp) more explicit.

Remark 4.6.1. All results of this section do admit analogues for Shv(X; C) with coefficients
in a rigid category C (and C-linear duals etc.), but we focus on Sp for simplicity.

We will require some properties of the functors f! and f !. These can be stated very
coherently (in the language of 6 functor formalisms), but we won’t need to do that yet.

Lemma 4.6.2. For i : U → X and j : Z → X complementary open and closed inclusions
(U = X \ Z), we have cofiber sequences

i!i
! → idShv(X;Sp) → j∗j

∗.

Proof. Since i! is left adjoint to i
! = i∗, is is given by the extension-by-zero functor. Using

this description, one directly checks the claim.

Lemma 4.6.3. FunL(Shv(X; An), C) = coShv(X; C), in particular FunL(Shv(X; Sp), Sp) ≃
coShv(X; Sp).

Proof. The first statement has been established in Example 2.1.25. For the second, we
observe that

coShv(X; Sp) ≃ FunL(Shv(X; An), Sp) ≃ FunL(Shv(X; An)⊗Sp, Sp) ≃ FunL(Shv(X; Sp), Sp),

using that Sp is an idempotent algebra in PrL.

This means that the dual of Shv(X; Sp) is canonically coShv(X; Sp). For X locally com-
pact Hausdorff, we now also have an identification of Shv(X; Sp)∨ ≃ Shv(X; Sp). Composing
these, we obtain Lurie’s version of Verdier duality.

Theorem 4.6.4 ([Lur17a, Theorem 5.5.5.1]). There is an equivalence

D : Shv(X; Sp) ≃ coShv(X; Sp)

taking F to the cosheaf U 7→ tU,!i
∗
UF , where iU : U → X is the inclusion and tU : U → pt

the constant map.
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Proof. Given a functor Shv(X; Sp) → Sp, the associated cosheaf has value on U given by
evaluating on Σ∞

+U .
The composite Shv(X; Sp)→ Shv(X; Sp)∧ → coShv(X; Sp) thus takes F to the cosheaf

taking U to b(F ,Σ∞
+U), where b : Shv(X; Sp)×Shv(X; Sp)→ Sp is the pairing of the locally

rigid algebra Shv(X; Sp). Writing this as ε◦µ in terms of the multiplication and counit, and
recalling that the counit is by definition t!, we get

t!(F ⊗ Σ∞
+U).

Now recall that for the open inclusion i = iU : U → X, i! agrees with the left adjoint of
i∗, and so by Yoneda, Σ∞

+U = i!1. Also, i! is i
∗-linear since it is the dual of i∗, and so

F ⊗ i!1 ≃ i!i
∗F . Finally, t!i! = tU,!, so we learn that DF takes U 7→ tU,!i

∗
UF .

Lemma 4.6.5. For a continuous map f : X → Y , we have an adjunction f+ ⊣ f+ with
f+ : coShv(X; Sp)→ coShv(Y ; Sp) the pushforward f+(F)(U) = F(f−1(U)). We have

D ◦ f! ≃ f+ ◦ D
D ◦ f ! ≃ f+ ◦ D

Proof. As D is an equivalence, it suffices to check that the first relation holds. By definition,
f! is the dual to f

∗ under the self-duality of Shv(−; Sp). So the first statement is equivalent
to check that f+ is the dual to f ∗ under the canonical duality Shv(−; Sp)∨ ≃ coShv(−; Sp).
Since the diagram

Open(Y ) Shv(Y ) Shv(Y ; Sp)

Open(X) Shv(X) Shv(X; Sp)

f−1

Σ∞
+

f∗ f∗

Σ∞
+

commutes, the dual to f ∗ on cosheaves is given by precomposing with f−1, hence is given
by f+ as claimed.

Now recall that for t : X → pt, t∗t
∗ : Sp → Sp computes (sheaf) cohomology of X

with coefficients in a constant coefficient system. For example, we may apply this to the
spectrum Z to obtain a spectrum whose homotopy groups are the sheaf cohomology of X
with coefficients in Z. Analogously, we may think of t+t

+ as computing homology with
constant coefficients. Indeed, due to the reversed adjunction, this is covariantly functorial
in maps f : X → Y , still vanishes on contractible spaces, and has Mayer-Vietoris sequences.
So it agrees with singular homology on nice enough spaces.

Since D is an equivalence, we also see that this “cosheaf homology” agrees with t!t
!.

Proposition 4.6.6. If X is a CW complex,

1. t∗t
∗A agrees with mapSp(Σ

∞
+X,A), in particular the singular cohomology of X with

coefficients in A if we take A to be an abelian group.
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2. t+t
+A = t!t

!A agrees with Σ∞
+X ⊗ A, in particular the singular homology of X with

coefficients in A if we take A to be an abelian group.

The appearance of X in two different roles here (once as actual topological space indexing
Shv(X), once as anima in Σ∞

+X) is best explained by the notion of shape (of a topos):
Sometimes, the functor t∗t

∗ is corepresented by an anima, which is then called the shape.
(More generally, it can be pro-corepresented, leading to a pro-anima, which appears for
example in the notion of étale homotopy type.) The above statements hold for X which is
more general than CW complexes, namely X of “locally contractible shape”.

There are two mixed versions of the above that we can write down, namely t!t
∗ and t∗t

!.
The first is cohomology with compact support, while the second one is a version of locally
finite homology (also known as Borel-Moore homology).

Definition 4.6.7. We define a functor

D : Shv(X; Sp)→ Shv(X; Sp)op

by composing D with the functor

coShv(X; Sp)→ Shv(X; Sp)op

which pointwise applies the dual map(−,S).

This is of course no equivalence anymore, but can be expressed completely in terms of
sheaves. Writing HomcoShv(X;Sp)(F ,G) for the sheaf taking U to map(F|U ,G|U), we may
write

DF ≃ HomcoShv(X;Sp)(DF , t+S) ≃ HomShv(X;Sp)(F , t!S).

Definition 4.6.8. We call DF the Verdier dual sheaf of F , and t!S =: ωX the dualizing
complex of X.

Proposition 4.6.9. For f : X → Y , we have

1. f∗DF = Df!F for F ∈ Shv(X; Sp)

2. Hom(F , DG) = Hom(G, DF), in particular D is left adjoint to Dop.

3. f !DF = Df ∗F for F ∈ Shv(Y ; Sp)

Proof. We have f+DF = Df!F in coShv(Y ; Sp). Now applying map(−;S) pointwise com-
mutes with pushforward, i.e. takes f+ to f∗, and we obtain the first identity. For the second
one, we have

Hom(F , DG) ≃ Hom(F ⊗ G, ωX) ≃ Hom(G, DF).

Now Df! is left adjoint to (f !D)op, and (f∗)
opD is left adjoint to (Df ∗)op, so the last claim

follows from the first by passing to right adjoints.
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In particular, t∗t
!DA = Dt!t

∗A, so we always have that locally finite homology is the
dual of compactly supported cohomology.

When X is compact, t! = t∗ and this therefore expresses that homology is the dual of
cohomology. This is opposite to the situation in singular (co)homology, where cohomology
is the dual of homology.

Example 4.6.10. Let X =
∏

N{0, 1} be the Cantor set. Then t∗Z is the sheafification of
the constant presheaf Z, which coincides with sheaf of continuous maps C(−,Z): This is a
sheaf, receives a map from the constant presheaf, and this map is an isomorphism on stalks.
By a result of Nöbeling [Nöb68] (see also [Sch19, Theorem 5.4]), C(X;Z) is free, indeed on
countably many generators since X is a sequential limit of finite sets. So t∗t

∗Z is a countably
generated free abelian group. As X is compact, the sheaf homology t!t

!Z is its dual, which
is a countable product of copies of Z.

So for general X, even compact, it is not true that cohomology is the dual of homology.
In general, we have

t∗D
2t∗A ≃ Dt!t

!DA,

which exhibits cohomology as dual of homology if D2t∗A ≃ t∗A. For dualizable A, this
reduces to Hom(ωX , ωX) ≃ t∗S. Under D, this corresponds to HomcoShv(t

+S, t+S), which
on U has the value map(tU,+t

+
US, S), i.e. the dual of homology of U . For good X (like a

CW complex), this is the constant sheaf t∗S, such that cohomology is indeed the dual of
homology. Combining both statements, (co)homology is dualizable on compact good X.

In general, ωX is mysterious. However, it admits a very nice description in the case of
manifolds. In that case, we will see that ωX is actually invertible. Moreover, we will see that
f ! and f ∗ agree up to a twist. Since f∗f

! is locally finite homology, and f∗f
∗ is cohomology,

this statement gives a version of Poincaré duality. We abstract this situation by the following
definition.

Definition 4.6.11. Let X be a locally compact Hausdorff space, and f : X → pt the
constant map. We call X cohomologically smooth if the following conditions are satisfied:

1. The natural transformation

f !(S)⊗ f ∗(−)→ f !(−)

obtained from the f ∗-linearity of f!, is an equivalence.

2. The object f !(S) ∈ Shv(X; Sp) is invertible.

If X is cohomologically smooth and compact, we get f!f
!(A) = f∗(f

!(S) ⊗ f ∗(A)) =
f∗(ωX ⊗ f ∗(A)), i.e. a statement of the form “H∗(X;A) ∼= H∗(X;A ⊗ ωX). In the case of
manifolds and Z-linear coefficients, this is the well-known form of Poincaré duality, with ωX
contributing a shift of n and potentially an orientation character. IfX is not compact, we still
get f!f

!(A) = f!(ωX⊗f ∗(A)), which identifies homology with (twisted) compactly supported
cohomology, and f∗f

!(A) = f∗(ωX ⊗ f ∗(A)), which identifies locally finite homology with
(twisted) cohomology.
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We now want to see that manifolds are indeed cohomologically smooth. To see this, we
analyze the two conditions separately.

Lemma 4.6.12. Let F ∈ Shv(X; Sp) be an object. Then the following are equivalent:

1. f!(F ⊗−) : Shv(X; Sp)→ Sp is strongly left adjoint.

2. Hom(F , f !(−)) : Sp→ Shv(X; Sp) preserves colimits.

3. f ∗(−)⊗F : Sp→ Shv(X; Sp) has a left adjoint.

4. There exists G ∈ Shv(X; Sp) with maps

∆!(1)→ p∗1F ⊗ p∗2G

in Shv(X ×X; Sp), and
f!(G ⊗ F)→ S,

with the snake identities.

5. There exists a map
∆!(1)→ p∗1F ⊗ p∗2DF

satisfying the snake identity with the canonical map

f!(DF ⊗ F)→ S.

Furthermore, if F satisfies these conditions, the left adjoint of f ∗(−)⊗F is f!(−⊗DF), we
have D2F ≃ F , and

Hom(F , f !(−)) ≃ f ∗(−)⊗DF .

Proof. 1⇔ 2 is simply the observation that Hom(F , f !(−)) is the right adjoint of f!(F ⊗−).
Since the pairing on Shv(X; Sp) is given by f!(−⊗−), the dual of the functor f ∗(−)⊗F

is given by f!(f
∗(S) ⊗ F ⊗ −) = f!(F ⊗ −). So f!(F ⊗ −) is an internal left adjoint if and

only if f ∗(−)⊗F is a right adjoint.
Before we discuss parts 4 and 5, we prove the additional statements. Since Hom(F , f !(−))

dualizes to f!(Hom(F , f !(S)) ⊗ −) = f!(DF ⊗ −), this is the left adjoint of f ∗(−) ⊗ F if it
exists. Now the first three parts together imply that f!(−⊗F) has an internal right adjoint
iff f!(−⊗DF) has, and the right adjoints are then dual to each other. Inserting DF for F
must therefore interchange the right adjoints, and so

Hom(F , f !(−)) ≃ f ∗(−)⊗DF
Hom(DF , f !(−)) ≃ f ∗(−)⊗F .

Inserting the unit into the second equivalence, we in particular learn DDF ≃ F .
For the equivalence to 4, we observe more generally that FunL(Shv(X; Sp), Shv(Y ; Sp)) ≃

Shv(X×Y ; Sp), with an object K ∈ Shv(X×Y ; Sp) corresponding to p2,!(p
∗
1(−)⊗K). Under

this correspondence, an adjoint for f!(F ⊗−) corresponds to G as claimed. Since the adjoint
is necessarily of the form f ∗⊗DF , we G is necessarily DF , showing the equivalence to 5.
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In [Sch23], the analogue of this condition on an object F (of Shv(X × Y ) in the relative
case f : X → Y ) is called f -smooth. We see that X is cohomologically smooth if and only
if the unit f ∗(S) is f -smooth, and f !(S) is invertible. The first condition has nice closure
properties.

Lemma 4.6.13. If F ∈ Shv(X; Sp) and G ∈ Shv(Y ; Sp) are f -smooth, p∗1F⊗p∗2G ∈ Shv(X×
Y ; Sp) is f -smooth.

Proof. As observed above, the functor f!(F ⊗−) is dual to f ∗(−)⊗F . This means that its
base-change Shv(X ⊗ Y ; Sp) → Shv(Y ) is dual to p∗2(−) ⊗ F . The composite is then dual
to f ∗(−) ⊗ p∗1F ⊗ p∗2G. Since strong left adjoints compose, this shows that p∗1F ⊗ p∗2G is
f -smooth.

Lemma 4.6.14. 1. Retracts of f -smooth objects are f -smooth.

2. If i : Y → X is a retract with retraction r : X → Y , and F ∈ Shv(X; Sp) is f -smooth,
i∗F ∈ Shv(X; Sp) is f -smooth.

Proof. If F is a retract of G, then f ∗(−)⊗F is a retract of f ∗(−)⊗G (in FunL(Sp, Shv(X))),
which proves that it has a left adjoint as well.

For the other statement, observe that f ∗(−)⊗ i∗(F) is a retract of f ∗(−)⊗F in Ar(PrL).
As in the proof of 2.3.22, this also proves existence of a left adjoint.

In particular, spaces where f ∗(S) is f -smooth (the first half of cohomological smoothness)
are closed under products and retracts.

Proposition 4.6.15. For X = R, the unit f ∗(S) is f -smooth.

Proof. We claim one can check condition (4) of Lemma 4.6.12, with G = f ∗(S[1]). Indeed,

write f as the composite R i−→ S1 t−→ pt and observe the fiber sequence

i!S→ S→ j∗S,

of sheaves on S1, where j : {∞} → S1 is the inclusion of the complement of R. Applying
t! = t∗, it follows from Proposition 4.6.6 that also

f!S→ map(S1,S)→ S,

is a fiber sequence, and hence f!S = S[−1]. So

map(f!(S[1]),S) ≃ S.

Next, ∆ : R→ R× R is a proper map, so ∆! = ∆∗ and we have a sequence

i!S→ S→ ∆∗S,
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where i : U = R×R\∆(R)→ R×R is the inclusion of the complement of the diagonal. We
have mapR×R(i!S,S) = mapU(S,S) = S⊕S, since U consists of two contractible components.
We also have mapR×R(S,S) = S. So we learn that

map(∆∗S,S) ≃ fib(S→ S⊕ S) ≃ S[−1],

or
map(∆!(S),S[1]) ≃ S.

We now take the structure maps for the “adjunction” between F = S and G = S[1] to be
the equivalences to S above. One can check that these indeed satisfy the snake identities,
but we refrain from doing so here.

Proposition 4.6.16. For X a manifold (or more generally an euclidean neighbourhood
retract), the unit f ∗(S) is f -smooth.

Proof. Knowledge of f -smoothness on R and compatibility with products immediately shows
it for Rn. Next, condition (2) in Lemma 4.6.12 shows that f -smoothness is a local property,
and thus follows for general manifolds. Finally, compatibility with retracts shows it for
euclidean neighbourhood retracts.

The first half of cohomological smoothness is therefore satisfied for a quite large class of
spaces. Invertibility of ωX is more restrictive. We will see that it can be checked on stalks
for euclidean neighbourhood retracts. For this, we will need a portion of the above theory
also with D(Z) and D(Fp)-coefficients.

Lemma 4.6.17. Let X be such that the unit f ∗(S) ∈ Shv(X; Sp) is f -smooth.

1. For any presentable C, we have an adjunction

Shv(X; C) C
fC,!

f !C

base-changed from the one for Sp coefficients. We have

f !
C(X) = f !(S)⊗ f ∗

C (X).

2. If C is locally rigid, the analogous C-linear properties from Lemma 4.6.12 hold, with

DCF ≃ Hom(F , f !
C(1C)) = DF ⊗ 1C.

Proof. Under the assumptions, f ! : Sp → Shv(X; Sp) preserves colimits and coincides with
f !(S) ⊗ f ∗(−). So f! ⊣ f ! is an internal adjunction, and f !(−) base-changes to a functor
agreeing with f !(S)⊗ f ∗

C (−).
For the second part, we observe that the internal adjunctions base-change.
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Proposition 4.6.18. Let X be a euclidean neighbourhood retract such that there exists n
with the property that for every x ∈ X, the stalk of f !(S) at x is equivalent to S[n]. Then X
is cohomologically smooth. Then f !(S) is locally isomorphic to the constant sheaf S[n].

Proof. We use that euclidean neighbourhood retracts are hypercomplete, so we may check
equivalences of sheaves on stalks. Let x ∈ X be a point, and

S[n]→ f !(S)|U

a map in Shv(U ; Sp) inducing an equivalence on stalks at x. We may assume U to be con-
nected, since X is locally connected. We prove that the above map is already an equivalence
on all of U .

Since all stalks are connective spectra and we can detect equivalences on stalks, it suffices
to check this after base-change to Z, i.e. that the map

Z[n]→ f !
Z(Z)|U

is an equivalence (using the fact established above that if the unit is f -smooth, f ! base-
changes). Finally, since all stalks are finite-type Z-complexes, we may check that the above
map is an equivalence by checking that for every p,

Fp[n]→ f !
Fp
(Fp)|U

is an equivalence. Denote the target by F . All its stalks are coconnective, so it is coconnective
(this uses hypercompleteness again!). Let Z ⊆ U be the closed subset where this map is
nonzero on stalks, and i : U \ Z → U and j : Z → U the open and closed inclusions. Since
i!Fp → Fp → F is zero on all stalks, its image sheaf is trivial, so this map is zero. The
sequence

i!Fp → Fp → j∗Fp
then tells us that we get a factorisation

Fp → j∗Fp → F .

The map i!i
!F → F → cofib(j∗Fp → F) now induces equivalences on all stalks: On Z, both

are zero, while on U \Z, they agree with the stalks of F . So this map is an equivalence and
we obtain a split cofiber sequence

j∗Fp → F → i!i
!F .

But since we know HomShv(U ;D(Fp))(F ,F) = DFpDFpFp = Fp and assumed U connected,
π0map(F ,F) = Fp. In particular, F is indecomposable. Since j∗Fp is nontrivial, j∗Fp → F
has to be an equivalence and Z = U , so we are done.

Remark 4.6.19. Assume Z ⊆ X is closed. For any sheaf F , we have a sequence

i!i
!F → F → j∗j

∗F ,
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where i : U = X\Z → X is the complementary open inclusion. Applying t! where t : X → pt
is the unique map, and using that j∗ = j!, we get tU,!i

!F → tX,!F → tZ,!j
∗F .

This is a sequence relating compactly supported cohomology of F|U , F and F|Z . In the
special case where F = t!XA and Z = {x}, it expresses the stalk (t!XA)x in terms of a cofiber
sequence

tU,!t
!
UA→ tX,!t

!
XA→ (t!XA)x,

i.e. as “local homology H∗(X,X \ {x};A)”.
If U and X satisfy some shape condition, this is really singular homology, or rather the

spectrum valued version cofib(Σ∞
+ (X \ {x}) → Σ∞

+X) ⊗ A. Since this is connective, to see
that it agrees with S[n] it suffices to know that the base-change to Z agrees with Z[n] (by
Hurewicz). So to apply the above proposition to an ENR X (which satisfies the required
shape conditions automatically), it suffices to know that H∗(X,X \ {x};Z) = Z[n] for some
n and every point x. This is the usual definition of homology manifolds.

Corollary 4.6.20. Homology manifolds (i.e. ENRs with H∗(X,X \ {x}) = Z[n] for some
n and every x ∈ X) are cohomologically smooth.

Proof. We have seen in Proposition 4.6.16 that the unit is f -smooth, and in Proposition
4.6.18 together with the above Remark that f !(S) is invertible, so the result follows.

4.7 The rigidity of NcMot

Recall that a localizing invariant is a functor PrLdual → D into a stable ∞-category which
takes Verdier sequences to cofiber sequences, and is called finitary if it additionally preserves
filtered colimits.

We have seen in Theorem 3.6.14 that if D is dualizable, any localizing invariant can be
computed on Shv(X; C) for compactly assembled C by the formula

F (Shv(X; C)) ≃ Γc(X, f
∗F (C)).

(We may now also write this as f!f
∗F (C) for f : X → pt, and f! the base-change of

f! : Shv(X; Sp)→ Sp.)
We also introduced the target NcMot of the universal finitary localizing invariant, as full

subcategory of Fun(PrLdual, Sp
op) on those functors which are finitary localizing invariants

with values in Spop. This is a Bousfield localisation generated by the equivalences cofib(jA →
jB)→ jC and colimi jAi → j(colimiAi), i.e. enforcing that the spectral Yoneda embedding
becomes a finitary localizing invariant. We call the resulting functor PrLdual → NcMot simply
M and think of MC as the “motive” of C.

In order to apply Theorem 3.6.14 to the universal finitary localizing invariant, we would
need to know that NcMot is dualizable. This would give M(Shv(X; C)) = Γc(X; f ∗M(C)).
If X has nice topology (shape conditions), this simplifies further, for example for X = Rn,
we have Γc(X; f ∗M(C)) = Σ−nM(C). This implies F (Shv(Rn; C)) = Σ−nF (C) for all finitary
localizing invariants!

In this section, we will prove more:
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Theorem 4.7.1 (Efimov). NcMot is rigid, in particular dualizable.

We first remember that NcMot is actually stably generated by the image of the restriction
of M to PrLst,ω → NcMot, since every dualizable C fits into a Verdier sequence

C → Ind(Cω1)→ Ind(Calkcont(C))

where the rightmost two terms are compactly generated. (And in fact, the original definition
of NcMot due to Blumberg-Gepner-Tabuada works with Catperf∞ ≃ PrLst,ω).

The main ingredient in the proof of 4.7.1 will be that PrLst,ω is compactly generated:

Lemma 4.7.2. PrLst,ω is generated by Sp, which is compact.

Proof. Equivalently, it suffices to check that Spω is a compact generator of Catperf∞ . Indeed,
Map(Spω, C) = C≃, and since filtered colimits in Catperf∞ are formed underlying, it is compact.
To see that it is a generator, we need to check that maps out of it preserve equivalences,
so that a functor C → D between small stable ∞-categories is an equivalence if C≃ → D≃

is an equivalence. Obviously this implies essential surjectivity. To see that C → D is also
fully faithful, take objects x, y ∈ C and observe that Map(x, y) is a retract of Aut(x⊕ y), by
inclusion Map(x, y)→ Aut(x⊕ y, x⊕ y) as “upper triangular matrices” (with identities on
the diagonal). So if

Aut(x⊕ y) ≃ Aut(Fx⊕ Fy),

we learn Map(x, y) ≃ Map(Fx, Fy).

This on its own does not help much though, since it is not a priori clear how the functor
M : PrLst,ω → NcMot interacts with compact objects. We will utilize below that it does
interact well with trace-class morphisms (since M is symmetric-monoidal).

Definition 4.7.3 (Kontsevich).

1. D ∈ PrLst,ω is called proper if the evaluation D∨ ⊗D → Sp is strongly left adjoint.

2. D ∈ PrLst,ω is called smooth if the coevaluation Sp→ D ⊗D∨ is strongly left adjoint.

Lemma 4.7.4 (Toen-Vezzosi).

1. If A is a compact object in PrLst,ω, it is smooth.

2. If A is smooth and proper (i.e. dualizable in PrLst,ω), it is compact.

Proof. If A is compact, then it is ModA for some E1-ring A. Indeed, A is compactly gener-
ated, by some set of objects Xi. As in the proof of Proposition 2.10.14 we can then write
A is a filtered colimit of ⟨Xi⟩i∈I where I ranges over finite subsets of indices, and so A is
a retract of a category with finitely many generators, and thus itself generated by finitely
many generators. Passing to the sum, we may assume A to be generated by a single X, and
thus A ≃ ModA with A = end(X).
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Next, compactness of A implies that FunL(A,−) : PrLst,ω → Ĉat∞ commutes with filtered

colimits. Since we may write it as pullback, this also implies that pointed functors FunL∗ (A,−)
commute with filtered colimits. In particular, since

FunL∗ (ModA,ModR) = MapAlgE1 (Sp)
(A,R),

and colimiModRi
= ModcolimRi

by Lemma 2.10.12, compactness of A implies compactness
of A ∈ AlgE1

(Sp).

The E1 cotangent complex LE1

A/S is characterized by

MapBiMod(A,A)(L
E1

A/S,M) = MapAlgE1
(A,A⊕M)id,

where the subscript indicates that we take the fiber over id ∈ MapAlgE1 (A,A). One has a
fiber sequence

LE1

A/S → A⊗ A→ A,

and so the first two terms being compact implies that A is also compact in BiMod(A,A).
But this is exactly what is required to know that Sp→ A⊗A∨ is strongly left adjoint.

Compactness of the unit Sp ∈ PrLω was done in Lemma 4.7.2, and so every dualizable
object is compact.

Definition 4.7.5. We call B ∈ PrLst,ω nuclear if for all compact objects A the map

Hom(A, Sp)⊗ B → Hom(A,B)
is an equivalence.

Lemma 4.7.6. If A is smooth, then the above comparison functor is fully faithful.

Proof. Recall from Definition 2.12.5 that Hom(A,B) = (FunL(A,B), S)ca for a certain pre-
compact ideal S. In particular, we have the counit

ε : Hom(A,B) ⊆ Ind(FunL(A,B)) k−→ FunL(A,B)
that sends compact maps into S. Since FunL is the internal hom in PrL, we have an evaluation
ev : C ⊗ FunL(C,D) → D, and analogously we have a compactly assembled evaluation
evca : C ⊗Hom(C,D)→ D which is equivalently given as evca = ev ◦(C ⊗ ε). In general, the
comparison functor ε agrees with the following composite

Hom(A,B)→ A∨ ⊗A⊗ Hom(A,B) evca−−→ A∨ ⊗ B ≃ FunL(A,B).
Under the hypothesis that A is smooth, the first functor and hence the whole composite ε
is actually a strong left adjoint. It follows by the Addendum 2.7.6 that ε is fully faithful.

Finally, one checks that the assembly-type functor in the above definition of nuclear
categories fits into a commutative diagram

Hom(A, Sp)⊗ B Hom(A,B)

FunL(A, Sp)⊗ B FunL(A,B)

ε⊗B ε

and is hence fully faithful itself, as desired.
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Lemma 4.7.7. In NcMot, the unit M(Sp) is compact. In particular, trace-class morphisms
are compact.

Proof. By Blumberg-Gepner-Tabuada,M(Sp) corepresentsK-theory, i.e. map(M(Sp),M(C)) =
K(C). Since K-theory commutes with filtered colimits, the unit M(Sp) of NcMot is indeed
compact.

Now recall that our goal is to prove the rigidity of NcMot. For this, we will show the
conditions in Theorem 4.4.6. We have seen above that the unit in NcMot is compact, so it
remains to see that every compact morphism is trace class. Instead, we will show that NcMot
is generated by basic nuclears. Since compact maps are trace-class, these are compactly
exhaustible (hence closed under finite colimits) and it follows that NcMot is dualizable.
Moreover, given any compact map X → Z, we can then factor it into two compact maps
X → Y → Z. Writing Z as filtered colimit of basic nuclears, Y → Z factors through some
Zi, and writing the latter as a sequential colimit along trace-class maps, we see that X → Z
factors through a trace-class map and is thus itself trace-class. This proves that to show
rigidity of NcMot, it remains to see that it is generated by basic nuclears. In fact, nuclear
objects suffice:

Lemma 4.7.8. Assume C is a symmetric-monoidal compactly generated category with com-
pact unit 1. Then every nuclear object B is a filtered colimit of basic nuclear objects (i.e.
sequential colimits colimNAn where all nonidentity maps are trace-class.)

Proof. Indeed, write B = colimi∈I Ai where the Ai are compact and I is filtered. Without
limiting generality we may assume I to be a poset, see Kerodon 02QA. Now let J ⊂ I
be the non-full subcategory consisting of all objects, identities and those i → j for which
Ai → Aj is trace-class. We claim J ⊂ I is cofinal. For this, using the fact that trace-class
morphisms form a 2-sided ideal, it suffices to find for every i a j such that Ai → Aj is
trace-class. The map Ai → B may be lifted to a map 1→ [Ai,1]⊗B by nuclearity. Writing
B = colimi→j Aj using that I is filtered, we obtain a factorisation 1 → [Ai,1] ⊗ Aj. If the
composite 1→ [Ai, Aj] agrees with the map Ai → Aj, we have found a witness for the latter
being trace-class. In general, we only know this to be true in the colimit over j (since by
construction the composite 1 → [Ai, B] agrees with the map Ai → B), so by again using
compactness of 1, we may replace j by a bigger j′ for which Ai → Aj′ is trace-class.

So we may write B as colimit colimj∈J Aj. Next, consider the ω1-filtered poset Pω(J)
of countable filtered subposets J0 ⊆ J under inclusion. Analogously to the fact that one
can write any colimit as an ω1-filtered colimit of countable colimits [Lur17b, 4.2.3.11], one
can use [Lur17b, 4.2.3.4, 4.2.3.8] to show that there exists a diagram B• : Pω(J) → PrLst,ω
which sends a countable directed subposet J0 ⊆ J to BJ0 := colimi∈J0 Ai, and such that
colimJ0∈Pω(J) BJ0 ≃ colimj Aj ≃ B. Finally, it is an easy exercise that any countable filtered
poset J0 admits a cofinal functor N → J0, so by construction each BJ0 is basic nuclear, as
desired.

Since M is symmetric monoidal and preserves filtered colimits, it thus suffices to check
that NcMot is generated by MB for B nuclear.
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Lemma 4.7.9. The nuclear objects of PrLst,ω are closed under:

1. Filtered colimits

2. Semi-orthogonal decompositions

3. Full subcategories

Proof. The first point is clear from the definition. If we have a semi-orthogonal decomposi-
tion, i.e. a diagram of adjunctions

B1 B2 B3

where mapB2
(x, y) = 0 for x ∈ B1 and y ∈ B3, we obtain semi-orthogonal decompositions

Hom(A, Sp)⊗ B1 Hom(A, Sp)⊗ B2 Hom(A, Sp)⊗ B3

Hom(A,B1) Hom(A,B2) Hom(A,B3).

If B1 and B3 are nuclear, the outer maps are equivalences. The middle vertical is always
fully faithful by Lemma 4.7.6. Given b ∈ Hom(A,B2), we have a fiber sequence a → b → c
where a lies in the image of the left inclusion and c in the image of the right one. Rotating
once, we have b → c → a[1], and since the outer maps are equivalences and the diagram
commutes, the objects c, a[1] lie in the full subcategory Hom(A, Sp)⊗B2. But then by fully
faithfulness also the map c → a[1], and hence the fiber b lies in that subcategory, so the
middle vertical is also essentially surjective.

For the last part, if B1 ⊆ B2 is fully faithful, we have a diagram

Hom(A, Sp)⊗ B1 Hom(A, Sp)⊗ B2 Hom(A, Sp)⊗ B3 0

0 Hom(A,B1) Hom(A,B2) Hom(A,B3),

≃

and the same diagram chase as in the 5-lemma shows that the left-hand vertical functor is
essentially surjective.

Lemma 4.7.10. For an E1 ring R, let R̃ be the graded ring (i.e. algebra in SpZ) with

Rn =


R, n > 0

S, n = 0

0, n < 0.

Then Mod≤0

R̃
, the category of R̃-modules concentrated in nonpositive degrees, is nuclear.

198



Proof. We write C = ModR̃ and define C≥n as modules concentrated in degrees ≥ n, C≤n
as modules concentrated in degrees ≤ n, and C[n,m] as modules concentrated in degrees
between n and m. Now C≥n is generated by shifted free modules R̃(m) for m ≥ n. The right
orthogonal subcategory

(C≥n)⊥ := {y ∈ C | map(x, y) = 0 for all x ∈ C≥n}

is therefore given by C≤n−1. In particular, we have

C≥n ∩ (C≥n+1)⊥ = C[n,n] ≃ Sp,

since it consists of R̃-modules concentrated in a single degree, and R̃ = S in degree 0.
We have semiorthogonal decompositions

C[0,0] → C[−1,0] → C[−1,−1],

C[−1,0] → C[−2,0] → C[−2,−2]

etc., and so inductively all C[−n,0] and the filtered colimit C≤0 are nuclear.

Lemma 4.7.11. There is a left Bousfield localisation Mod≤0

R̃
→ ModR.

Proof. Consider the functor F : ModR → Mod≤0

R̃
which takes N to the graded object which

is N in degrees ≤ 0, with the obvious R̃-action. This functor has both adjoints. Its left
adjoint L takes the truncation of (R̃(m)⊗M)≤0 for m ≤ 0 simply to M . Furthermore, since

FN = colimm(R̃(m)⊗N)≤0, we learn LFN = N , and thus F is fully faithful. So L is a left
Bousfield localisation.

Proof of Theorem 4.7.1. As discussed above, it suffices to check that NcMot is generated
by MB for B nuclear. Since NcMot is generated by MA for A compact, and those are of
the form ModR for some R (in fact, compact E1 rings as seen above), it suffices to check
that those MModR are in the stable subcategory generated by nuclear objects. We have a
Verdier sequence

0→ Ker→ Mod≤0

R̃
→ ModR → 0,

and by the above, the middle and left terms are nuclear.

This proves the rigidity of NcMot. In particular, it is dualizable and we learnM Shv(X; C) =
p!p

∗MC.

Definition 4.7.12. For compactly assembled categories A and B, their bivariant K-theory
is given by

KKcont(A,B) = mapNcMot(MA,MB).

The relation to K-theory is through the aforementioned result

Theorem 4.7.13 (Blumberg-Gepner-Tabuada). M Sp corepresents K-theory, so

KKcont(Sp,B) ≃ Kcont(B).
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This also suggests the following definition:

Definition 4.7.14. For a compactly assembled category A, we call

KKcont(A, Sp)

the K-homology of A.

The naming here is of course inspired by the fact that we think of ordinary K-theory as
cohomology theory: It is covariant in categories, but contravariant for example in schemes.
The K-homology is covariant (and has finitary Zariski codescent for the same reasons as
K-theory having finitary Zariski descent).

Bivariant K-theory has a precursor in K-theory of C∗ algebras, where it is called Kas-
parov KK-theory. The possibility of defining bi- and covariant K-theory of categories was
clear after Blumberg-Gepner-Tabuadas work, but it was not really possible to compute this
in nontrivial examples.

We now can compute K-homology of sheaf categories:

Proposition 4.7.15. KKcont(Shv(X; Sp), C) = p∗p
!K(C), which for good X agrees with

locally finite homology on X with coefficients K(C).

Proof. By definition,

KKcont(Shv(X; Sp), C) = mapNcMot(M Shv(X; Sp),MC).

We have M Shv(X; Sp) = p!p
∗M Sp, by applying Theorem 3.6.14. Here we write p! and p

∗

for the functors between Shv(X; NcMot) and NcMot obtained by base-changing the ones for
spectrum-valued functors. Now we claim

HomNcMot(p!p
∗M Sp,MC) = p∗p

!MC.

Indeed, for an arbitrary Z ∈ NcMot we have

mapNcMot(Z,Hom(p!p
∗M Sp,MC)) ≃ mapNcMot(Z ⊗ p!p∗M Sp,MC)

≃ mapNcMot(p!p
∗Z,MC)

≃ mapNcMot(Z, p
!p∗MC),

where in the second step we use linearity of p! and p
∗ as well as that M Sp is the unit.

It follows that

KKcont(Shv(X; Sp), C) ≃ mapNcMot(p!p
∗M Sp,MC)

≃ mapNcMot(M Sp,HomNcMot(p!p
∗M Sp,MC))

≃ mapNcMot(M Sp, p∗p
!MC)

≃ p∗p
! mapNcMot(M Sp,MC)

≃ p∗p
!K(C).

Here, for the second-to-last step, we use that the functors p∗, p! are base-changed from their
Sp-coefficient counterparts, so commute with the unit functor Sp→ NcMot, and hence their
right adjoints commute with the right adjoint mapNcMot(M Sp,−) of the unit functor.
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This is one of the cases in which we can understand bivariant K-theory. In another
direction, one can ask the following question: Is HomNcMot(MC,MD) itself M of some
functor category? In general, this is wrong. However, there is the following fact, which we
will not prove here.

Proposition 4.7.16 (Efimov). If C ∈ PrLdual is proper and ω1-compact, we have

MHomdual(C,D) = HomNcMot(MC,MD)

for any D ∈ PrLdual.

This is some kind of projectivity statement. If this holds, we have

KKcont(C,D) = Kcont(Homdual(C,D)).
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